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Highlights 
- Auditory motion localisation is severely impaired in aided congenitally hearing impaired, supporting 

the role of nature towards spatial development; 
- Binding auditory and tactile information enhances auditory spatial performance, supporting the 

role of nurture; 
- Hearing impaired individuals perform 360º motion localisation through touch with accuracy 

similar to typically hearing; 
- Surrounding spatial representation never before experienced in congenitally hearing impaired is 

rapidly available through an alternate modality 
 

Summary 
We tested auditory spatial motion localisation in congenitally hearing impaired adult users of bilateral 
cochlear implants, and other hearing assistive devices. The group showed severely impaired capabilities 
despite extensive device use, emphasizing the role of nature in sensory development. We then investigate 
whether the deficit is maintained for other sensory modalities, by using an in-house sensory substitution 
device that provides weighted vibrotactile cues on fingertips to induce 3D spatial motion perception. The 
performance was significantly higher, both in the combined audio-tactile task and the tactile task itself, with 
accuracy comparable to typically hearing subjects. With touch, we also showed considerably fewer front-
back and right-left confusions. The rapid audio-tactile binding and availability of 3D space representation 
through touch, point to the significant role of nurture in spatial perception development and its amodal 
nature. The findings show promise towards advancing multisensory solutions for spatial hearing 
rehabilitation. 

Introduction 
Imagine a world where you can perceive sounds, perhaps even recognize what they are, but you find 

it impossible to pinpoint where exactly they are coming from. When someone calls you from the left, you 
turn right; or even worse, a car approaches you from out of your sight, you hear the noise, but cannot use 
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the basic instinct to avoid coming in contact with it. These types of everyday challenges are constantly faced 
by the hearing-impaired (HI) population, including experienced bilateral cochlear implants (BiCI) users (see 
e.g. Anderson et. al, 2022, Dorman et. al, 2016, Shafiro et. al, 2015, Zheng et. al, 2022, Moua et. al, 2019). 

When all sensory modalities are available, they all provide information about the 3D space, thus 
rendering spatial perception an amodal or multisensory experience (Spence & Di Stefano, 2024, Bruns & 
Röder, 2023). Audition, however, is the only sensory modality capable of perceiving external sources from 
all angles simultaneously (including behind the head) without moving the head or the body (Schnupp, 
Nelken & King, 2011). Meanwhile, vision is only frontally oriented and the tactile system (traditionally) 
only represents information within the peripersonal space, i.e. within reach. Does this entail that lack of 
optimal spatial auditory experience prevents proper development of 3D spatial representation? 

According to some seminal works, sensory-specific information must be acquired early in life during 
“critical periods” in order for sensory functionalities to properly develop (Heimler & Amedi, 2020, Hubel, 
& Wiesel, 1962). Some authors also indicate that an early sensory exposure is necessary for multisensory 
integration to occur (Gori et. al, 2021, Bruns et. al, 2022; King, 2004). Findings in deaf or hearing impaired 
individuals, including those equipped with hearing devices (such as hearing aids/HAs or cochlear implants, 
CIs), who perform poorly in spatial localization tasks, even following multiple years of access to binaural 
information seem to confirm that assumption for the auditory system function. This also underscores the 
role of nature as opposed to nurture in sensory development (Kral & Sato, 2020). Most spatial localisation 
studies in the hearing impaired, however, use non-ecological static sounds positioned in the frontal field 
(e.g. Pavani et. al, 2017, Anderson et. al, 2022, Dorman et. al, 2016, Shafiro et. al, 2015, Zheng et. al, 2022), 
with only few recent ones taking the entire surrounding 360º space into account, including the area behind 
the head (e.g. Coudert et. al, 2022, Mueller et. al, 2014, Nisha, Uppunda & Kumar, 2023), as well as dynamic 
sound scenes (eg. Dwyer et. al, 2021, Fischer et. al, 2021, Moua et. al, 2019).  

Auditory localization is based on binaural cues derived from constantly performed comparisons of 
the Interaural Time Differences (ITDs) and the Interaural Level Differences (ILDs) of the sources arriving 
at the two ears. Additional monaural cues are available due to the individual’s shape of the ear, head and 
torso (Middlebrooks, 2015). To calculate the auditory source position accurately, the auditory system must 
perform calculations at extremely high speeds, and even more so when sources are in motion (Schnupp, 
Nelken & King, 2011, Carlile & Leung, 2016).  

Hearing impairments affect sound localisation by either limiting the perceived frequency ranges 
needed for localization or by distorting the incoming sounds, and thus also the binaural cues. In addition, 
auditory devices (HAs, CIs), optimized for speech comprehension, do not preserve the localization cues 
well, in part due to the specific sound encoding algorithms, signal compression, and gain adjustments 
(Johnson, Xu & Cox, 2017, Akeroyd, 2015, Zheng et. al, 2022). Furthermore, the post-treatment training of 
HI focuses mainly on speech comprehension (Carlyon & Goehring, 2021, Lu, Zhang, & Gao, 2019) 

Given these limitations, can an alternative sensory modality be considered to represent spatial 
information in a manner similar to the auditory system? We turned to the animal kingdom for inspiration. 
In fact, there are animals, such as elephants, who can use seismic waves registered through their feet as 
tactile vibrations to detect distant sound sources. To enable source localization, an elephant can even lift 
one foot off the ground to effectively perform triangulation (e.g. O’Connell-Rodwell, 2007). Another 
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interesting mechanism exists in some species of fish equipped with a lateral line of epithelial cells on the 
sides of the body which encode fluid motion in water.. It is speculated that the inner ear in mammals (and 
especially the sensory cells themselves) developed from a vestibular organ stemming from the lateral line  
(Kalmijn, 1989).  

Furthermore, the auditory and the tactile systems in both mammals and humans alike, are densely 
connected at all levels of the central nervous system, and both are capable of encoding vibrations in a shared 
frequency range of 30-1000Hz through mechanoreceptors (e.g. Ro, Ellmore & Beauchamp, 2013, Li Hegner 
et. al, 2010, Kayser et. al, 2005, Beauchamp et. al, 2008, Caetano & Jousmäki, 2006, v. Békésy 1957) with 
a common ancestral lineage claimed between certain tactile mechanoreceptors and cochlear hair cells, Yu 
et. al, 2021).  

To represent 3D motion specifically, we developed an in-house 3D technology with a touch-motion 
algorithm (TMA) that provides spatial cues through vibro-tactile stimulation on four fingertips of two hands. 
Similar to the auditory system, TMA performs vector-based level-weighting on multiple vibrotactile 
actuators to represent external sources. Since 3D localization via weighted cues is typically associated with 
hearing, our solution can be considered a sensory substitution device (SSD), i.e. a technology using an 
alternative sensory modality to convey information typically perceived by another natural sense (other 
examples include e.g. an electrotactile implant on the tongue for navigation in blind, or “soundscapes” 
representing visual objects (Bach-y-Rita et. al, 1969, Meijer, 1992, Kupers & Ptito, 2011). The research is 
also a continuation of the classical works from 1970/80s when simple set-ups for localisation using 
vibrotactile cue weighting and vibrations delivered on various body parts were developed, with promising 
findings (review in Borg, 1997, v. Békésy 1957).  

Our prior work using TMA shows that typically hearing (TH) individuals are capable of using 
weighted tactile stimulation to represent spatial motion with accuracy comparable to that for the 
corresponding auditory task, along with enhanced performance for sensory integration in noise (Snir et. al, 
2024). In the current study, we expand our investigation into HI individuals. Specifically, our experiment 
measures localization capabilities of auditory, tactile and paired auditory-tactile sources moving on a 360º 
azimuthal plane in a group of BiCI users with congenital hearing loss and early fitting of one CI. In addition, 
we test single subjects with one CI, a bimodal CI-HA solution and bilateral HAs. We suggest this new 
approach, based on studies using SSDs in congenitally blind individuals which showed that certain visual 
skills are learnable in adulthood following hours of training (indicating the role of nurture vs nature in the 
development of sensory functionalities despite lack of early experience; e.g. Heimler & Amedi, 2020). 

Based on the existing research in this population, we hypothesize that the CI/HA users will display 
compromised auditory localization abilities, as compared to those with typical hearing (TH). At the same 
time, we speculate that their performance will improve when auditory and tactile cues are both present (as 
compared to audio only). This would show that a new and untrained sensory input can be integrated with 
one that has been used throughout lifetime and in evolution. Such a prediction is also viable in consideration 
of the “rule of inverse effectiveness” of multisensory integration, which posits that the benefit of providing 
information through an additional sensory modality is proportional to the reliability of the original sense 
(Meredith & Stein, 1983, Holmes, 2007). An effect which was also found in the typically hearing population 
in our prior work when noise was added to the audio environment during an audio-tactile 3D spatial task 
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(Snir et. al, 2024). For tactile spatial localisation in the congenitally hearing impaired group, we posit that 
if an early experience of 3D space through hearing is necessary for the development of 3D spatial perception 
in general, then performance in the tactile task will also be compromised. At the same time, if the tactile 
modality is capable of performing the new 3D task, this will strengthen the role of nurture in building a 3D 
space representation and emphasize its amodal character.  

 
Results 
 
Performance in the spatial motion localisation tasks 
 
In the spatial localisation tasks, the participants were asked to localize sounds moving on a 360º azimuth. 
 
Hearing impaired individuals perform significantly worse than the typically hearing controls in auditory 
spatial motion localization  
 
Scores in A1 (baseline) condition 
BiCI users (N=10) had the following scores in the Audio 1 (baseline) condition: A1 mean score (0.58+/-
0.018), A1 median (0.62, IQR=0.50). When analyzed jointly, the CI/HA users (N=19) had very similar 
scores; A1 mean score (0.58+/-0.19), A1 median (0.57, IQR=0.38). TH individuals (N=29) had the 
following results in the same task: A1 mean score (0.90+/-0.19), A1 median (1, IQR=0.25). The BiCI users 
showed significantly lower auditory scores, as compared to the TH in A1 (z=16.8, p<0.001; large effect 
size, Cohen’s d=1.3, power 99%), and the same was found for all CI/HA users jointly (z=19.9, p<0.001). 
All the results were significantly above chance (p<0.001). Figure 1 depicts the results. 
 
Scores in A2 condition 
In the A2 task, BiCI users had the following scores: A2 mean (0.55+/-0.18), A2 median (0.62, IQR=0.59). 
The scores of all CI/HA together were similar: A2 mean (0.59+/-0.012), A2 median (0.62, IQR=0.50). For 
the typically hearing individualis, the scores were : A2 mean (0.91+/-0.19), A2 median (1, IQR=0). BiCI 
A2 results were significantly lower than those found in TH (z=18.12, p<0.01; Cohen’s d = 1.3, power=99%; 
Mann Whitney tests), and the same was found for all CI/HA users jointly (z=20.1, p<0.001) : All the results 
were significantly above chance (p<0.001).  
 
No statistically significant differences were found between the A1 and A2 scores in either of the groups. 
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Figure 1. Auditory 3D motion localization : condition A1. a) Experimental set-up with 97 speakers on 
the walls & on the ceiling; b) Group scores in bilateral cochlear implant users (BiCI) in comparison 
to the typically hearing individuals; scores of other hearing device users (other CI/HA) represented 
as individual crosses on the right side. Statistical comparisons with a Wilcoxon signed-ranks test (*** 
p<0.001, ** p<0.01, *p<0.05). Data are represented as mean +/- SD. 
 
 
Hearing impaired individuals show significantly higher results when performing the task through touch, as 
compared to audio only 
 
In the BiCI users, the T scores were: mean (0.78+/-0.16), median (0.875, IQR=0.25), and were significantly 
higher than the A1 results in this group (z=-7.35, p<0.001, Wilcoxon signed-ranks test). When analyzed 
together, the group of all CI/HA users (N=19) obtained the following very similar results in the T condition: 
mean score (0.79+/-0.011), median (0.87, IQR=0.25), and these were also significantly higher than the A1 
results (z=11.4, p<0.001; large effect size, Cohen’s d=0.85, power = 98%). Within the TH group, the T 
results were : T mean (0.86+/-0.01), median (1, IQR=0.25) and were significantly lower than their A1 results 
(z=5.3; P<0.001; Wilcoxon signed-rank test). When the groups were compared with one another, Mann 
Whitney tests showed significantly lower scores in the participants with hearing loss, as compared to the 
TH subjects in T, both for BiCI users (z=4.11, p<0.001) and all the hearing impaired subjects jointly (z=4.15, 
p<0.001). All the results were significantly above chance (p<0.001). See Fig 2. 
 

a) b) 
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Figure 2. Auditory (A1), Tactile (T) and Audio-Tactile (AT) 3D motion localization. a) Experimental 
set-up with fingertips inserted in the two vibrotactile devices on the sides of the participant, and an 
example trajectory of a moving stimulus; b) and c) Group scores in the hearing impaired individuals 
: bilateral cochlear implant users (biCI) and other hearing impaired (CI/HA), and the typically 
hearing subjects. Statistical comparisons with a Wilcoxon signed-ranks test (*** p<0.001, ** p<0.01, 
*p<0.05). Data are represented as mean +/- SD. 
 
 
Hearing impaired individuals show significantly higher results when performing a multisensory task, as 
compared to audio only 
 
During the audio-tactile test condition, bilateral cochlear implant users had the following results : mean 
score 0.79+/-0.16; median 0.87, IQR=0.25). The scores were significantly higher than the baseline A1 scores 
(Z=8.27, p<0.001), indicating multisensory enhancement. The results of the entire hearing impaired group 
were almost the same (mean score 0.81+/-0.011; median 0.87, IQR=0.25) and also significantly higher than 
their baseline A1 scores (z=13.15, p<0.001). The group of TH scored : AT mean (0.93+/-0.006), median (1, 
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IQR=0.25) and their AT results were not different from their baseline A1 scores (no multisensory 
enhancement). Mann Whitney tests showed significantly lower scores in all participants with hearing loss, 
as compared to the TH subjects in AT (z=9.1, p<0.001). And the same was shown for the group of BiCI 
users (z=9.1, p<0.001). All the results were significantly above chance (p<0.001). See Figure 2. 
 
All hearing impaired individuals show a very similar pattern in their results 
 
Figure 3 represents the results of all individual hearing impaired subjects. 
 

 
Figure 3. Single subject results in the spatial localisation task, showing performance in each test 
condition; CI - cochlear implant, HA - hearing aid, BC - bone conduction aid (rooftops) 
 
Bilateral cochlear implant users make more FB/BF & RL/LR confusions, as compared to the typically 
hearing and when no tactile inputs are available 
 
In BiCI users (N=10) the mean percentage of mistakes was as follows : a) in the A1 condition, right-to-left 
(RL) 15.4%+/-12.3, left-to-right (LR) 43.1%+/-30.2, front-to-back (FB) 73.1%+/-11.5, back-to-front (BF) 
29.2%+/-13; b) in the T condition, RL 4.3%+/-7.3, LR 18%+/-18.5, FB 30.1%+/-29.1, BF 15.8%+-/-16.6, 

biCI 

CI & Deaf 

CI & HA biHA/biBC 
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c) in the AT condition, RL 8.9%+-/11.5, LR 15.9%+/11.5, FB 16.1%+/-14.7, BF 11.6%+/-13.8, d) in the 
A2 condition, RL 19.3%+/-20, LR 51%+/-22.4, FB 71.6%+/-13.8, BF 36.3%+/-24.4. 
  
In all CI/HA users all together (N=19) the mean percentage of mistakes was as follows : a) in the A1 
condition, RL 21.48%+/-16.58, LR 44.9%+/-28.14, FB 69.2%+/-21.29, BF 33.8%+/-20.45; b) in the T 
condition, RL 6.5%+/-8.47, LR 18%+/-15.68, FB 31.8%+/-31.14, BF 12.7%+-/-13.62, c) in the AT 
condition, RL 6.45%+-/9.64, LR 16.22%+/13.26, FB 16.17%+/-18.6, BF 8.4%+/-10.87, d) in the A2 
condition, RL 19.08%+/-16.14, LR 37.12%+/-25.12, FB 65.03%+/-23.06, BF 34.15%+/-30.29. 
 
In TH individuals (N=29) the mean percentage of mistakes was as follows : a) in the A1 condition, RL 
1.66%+/-3.7, LR 1.17%+/-3, FB 12.82%+/-22.3, BF 8.24%+/-14.89; b) in the T condition, RL 3.58%+/-
5.37, LR 3.11%+/-5.68, FB 6.24%+/-12.63, BF 13.02%+-/-13.9, c) in the AT condition, RL 1.63%+-/4.4, 
LR 2.78%+/6.37, FB 4.9%+/-8.8, BF 5.8%+/-12.77, d) in the A2 condition, RL 1.59%+/-4.2, LR 1.9%+/-
5.18, FB 12.34%+/-21.26, BF 8.09%+/-16.59. 
 
Figure 4 represents the results of front-back and right-left confusions in TH and biCI participants. 
 
 

Confusions in 3D localization in BiCI and TH 

 
Figure 4. Front-Back and Right-Left confusions as percentage, in the typically hearing and in users of 
bilateral cochlear implants. 
 
Subjective questionnaire 

a) b) 
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The subjective questionnaire following participation in the task revealed some of the participants’ 
experiences. Questions and responses are summarized in Table 1.  
 
Table 1. Subjective questionnaire and responses regarding test conditions in the motion localisation 
task. 
 
 

No Question 
[response options] 

Responses in TH 
(N = 29) 

Responses in CI/HA 
(N = 19) 

Statistical 
comparison (t, p) 
 TH vs. CI/HA 

 Responses in 
BiCI (N = 10) 

1 How easy/difficult was it for 
you to localize/follow the 
sound?  

[1-10, “very difficult” to 
“very easy”] 

A1 [5.07+/-1.33] 

T [4.38+/-1.97] 

AT [4.79+/-1.82] 

A2 [5.66+/-2.29] 

A1 [2.95+/-0.85] 

T [7.16+/-2.12] 

AT [6.11+/-2.79] 

A2 [4.05+/-2.15] 

t = -6.7339, p < 0.001 

t = 4.5712, p < 0.001 

t = 1.8145, p = 0.08 

t = -2.4639, p = 0.02 

 A1 [3.00+/-0.94] 

T [6.90+/-2.69] 

AT [6.20+/-2.66] 

A2 [4.50+/-2.01] 

2 How confident did you feel 
with your answers?  

[1-10, “very unconfident” 
to “very confident”] 

A1 [4.83+/-1.79] 

T [4.55+/-1.99] 

AT [5.10+/-1.92] 

A2 [5.45+/-1.94] 

A1 [3.32+/-1.57] 

T [7.21+/-1.90] 

AT [6.53+/-2.52] 

A2 [4.05+/-1.96] 

t = -3.0861, p = 0.003 

t = 4.6465, p < 0.001 

t = 2.0935, p = 0.04 

t = -2.4254, p = 0.02 

 A1 [3.60+/-1.78] 

T [6.70+/-2.45] 

AT [5.90+/-2.47] 

A2 [4.40+/-1.71] 

3 Did you imagine/visualize 
the sounds moving ? 

[Yes vs No] 

How many said 
YES: 

A1 28/29 (97%) 

T 20/29 (69%) 

AT 22/29 (76%) 

A2 26/29 (90%) 

How many said YES: 

A1 16/19 (84.2%) 

T 12/19 (63.1%) 

AT 12/19 (63.1%) 

A2 12/19 (63.1%) 

   How many said 
YES: 

A1 7/10 (70%) 

T 6/10 (60%) 

AT 8/10 (80%) 

A2 7/10 (70%) 
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4 AT condition : How 
easy/hard was it to 
combine the information 
that came from auditory 
and tactile inputs ?  

[1-10, “very difficult” to 
“very easy”] 

4.66 +/- 1.78 5.5 +/- 3.1* t = 1.0632, p = 0.29  5.6+/-2.7 

5 AT condition : Were the 
sounds and the tactile 
inputs connected ?  

[1-10, “not connected” to 
“very connected”] 

6.93 +/- 2.23 6.4+/-2.75** t = -0.6324, p = 0.53  5.9+/-2.8 

6 AT condition : Did adding 
the information from touch 
help you localize the sounds 
?  

[1-10, “not at all” to “very 
much”] 

6.21 +/- 2.93 8.7+/-2 t = 3.5562, p < 0.001  7.8+/-2.4 

*N = 17, ** N = 18; rows 1-2 and 6-9 represent mean and standard deviation of the group results ; the percentage results 
have been rounded up 

 
Correlation analysis 
 
In the bilateral CI group (N=10) there was a negative correlation found between the age at fitting of both 
devices and the results in A1 test condition of the motion localization task  (for the first  CI : Kendall’s r=-
0.53, p=0.0.019; for the second  CI : Kendall’s r = -0.56, p=0.009). This result shows that an early 
implantation, and especially of the second implant can positively impact auditory spatial localisation. 
 
Additional psychological questionnaires 
 
CTT 
In the hearing impaired subjects (3 males, 13 females, age 29.13+/-11.5) the mean time of performing the 
CCT2 task was 71.06+/-19.35 seconds, and no misses or corrections were recorded. In the TH subjects (7 
males, 19 females, age 23.37+/-1.4) the mean time for the same task was 74.73 +/- 16.73 seconds, and one 
participant made one mistake that he immediately fixed. These screening results indicate similar levels of 
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performance in both groups and no issues with sustained or divided attention in neither group (D'Elia et. al, 
1996).  
 
NCIQ 
The mean group NCIQ results of the 17 cochlear implant users were as follows : Basic Sound Perception 
(BSP; 60.58+/-17.75), Advanced Sound Perception (ASP; 77.36=5 +/- 13.7), Speech Production (SP; 
63.23+/-13.57), Self-Esteem (SE; 69.85+/-11.54), Activity (A; 71.03+/-15.03), Social Interactions (SI; 
70.3/-9.1). When analyzed separately, users of two cochlear implants (N=10) had very similar results : Basic 
Sound Perception (62.25+/-18.1), Advanced Sound Perception (79.75 +/- 13.61), Speech Production (67+/-
12.84), Self-Esteem (69.5+/-13.16), Activity (70+/-17.91), Social Interactions (73.25+/-9.72). A similar 
range of results was also found among the 7 users of one CI (and the other ear either with a HA or deaf). 
There were no consistent differences found in the scores between bilateral and unilateral CI users, and other 
participants, but the group sizes were small, preventing reliable statistical comparisons. The reported scores 
are similar to those shown by other research groups for CI users (Hinderink, Krabbe, & Van Den Broek, 
2000, Santos, Couto & Martinho-Carvalho, 2017, Rasmussen et. al, 2022).  
 
APHAB 
Table S1 shows the results of the APHAB questionnaire of five single subjects using either two hearing aids 
or one hearing aid and one CI. The scores indicate that the participants varied significantly with respect to 
the perceived hearing-related handicap, both with and without the HA on. However, they all showed a 
benefit of using a HA in terms of Ease of Communication (i.e. communicating at home, in a public space), 
as well as in acoustic situations with Reverbnation (e.g. in a classroom or a theater; except for RHALCI024) 
or Background Noise (e.g. when there are multiple talkers). In the scale Aversiveness, they all reported that 
the handicap was higher with the HA turned on. This scale refers to situations such as traffic noise, sudden 
alarm sound, construction noise, etc. Most probably, these sounds are not available to the participants 
without a hearing aid. 
 

Discussion 

Auditory spatial capabilities are severely impaired in BiCI users and HI subjects 
 Our results are in agreement with and further contribute to the existing research on sound localization 
capabilities in BiCI users and other hearing impaired individuals (Pavani et. al, 2017, Anderson et. al, 2022, 
Dorman et. al, 2016, Shafiro et. al, 2015). Even though some prior research maintains that people with BiCIs 
can perform basic localization tasks better than those with unilateral CIs, here we show that this population 
still has impaired spatial capabilities and specifically when encountered with a real-world task involving 
surrounding sounds in motion (Zheng et. al, 2022, Andersson, 2015, Ludwig et. al, 2021). BiCI users 
perform the auditory task only slightly above chance (at approximately 60%; the large effect size also 
indicates that 92% of the HI group in general had lower scores than the TH subjects). Prior research on 
motion understanding in this population is scarce, but shows for example that it can be more challenging 
than localizing static sources (Moua et. al, 2019, Lundbeck et. al, 2017). Regarding unilateral CI users and 
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bilateral HA users, we show similar levels of auditory performance in our complex setting (cf. a similar 
observation for localizing static sources in Dorman et. al, 2016).  

The fact that auditory localization remains impaired despite years of auditory experience points 
towards the importance of nature for proper establishment of auditory spatial representation. This may be a 
result of only partial access to sound level cues (ILDs) and the severely obstructed temporal cues (ITDs; eg. 
Laback, Egger & Majdak, 2015, Kan, & Litovsky, 2015, Warnecke, Peng & Litovsky, 2020), both essential 
for successful sound localization. The role of nature is further emphasized in the correlation between age of 
fitting of the second CI, in particular, and auditory scores in our group of BiCI users (cf Schäfer et. al, 2021). 
With both CIs implanted early in life, a binaural model can be established and further refined with 
experience. While when the second CI is fitted later in life (in most participants here when they were 
teenagers), the spatial maps develop in a suboptimal manner. Indeed, early auditory deprivation in one ear, 
and prolonged stimulation in the other ear, has been shown to result in maladaptive aural preferences (e.g., 
Kral & Sato, 2013, Gordon, Wong & Papsin, 2013). Further investigation into the BiCI population is 
nevertheless needed in order to assess the potential of dedicated interventions for auditory recalibration 
which would prove effective towards development of auditory spatial abilities later in life (see similar 
discussion regarding blind in e.g. Gori, 2015; Bruns & Röder, 2023). 

 
Newly acquired tactile ability for spatial localization  

While the auditory localization of 360º spatial motion was impaired among HI individuals (both 
biCIs and others), they achieved tactile accuracy nearly as high as the TH group (82% vs 84%), which was 
also close to the TH auditory performance (90%). The ability to perform a spatial localization task with such 
high accuracy through an alternative sensory modality, learned in adulthood, points to the role of nurture in 
the development of spatial representation. 

This result also aligns with the broader framework of sensory substitution devices (SSD) and training 
programs which enable establishment of a novel connection between a computation and an atypical sensory 
modality (Bach-y-Rita et. al, 1969, Meijer, 1992, Kupers & Ptito, 2011, Maidenbaum et. al, 2014, Abboud 
et. al, 2014); and further indicate the brain’s ability to use novel information that was not introduced during 
the critical periods of development nor in evolution (Heimler & Amedi, 2020). Such rapid development of 
a new skill using another sense, with accuracy comparable to the life-long developed auditory modality is 
however rare, and a possible indication of spatial perception being amodal and highly malleable in nature 
(Spence & Di Stefano, 2024, Bruns & Röder, 2023,  Motion localization in 360º has also hardly been 
investigated and even less so in the cochlear implant/hearing aid users. ). This is in line with neuroimaging 
literature that shows shared neuronal mechanisms in the parietal cortex for spatial attention and in MT/V5 
for motion processing, regardless of the applied sensory modality (Rezk et. al, 2020, Battal, 2018).  

In addition, high tactile performance in the hearing impaired individuals demonstrates that an early 
sensory deprivation may not necessarily hinder the development of spatial representation, and further 
appropriate intervention may enhance such skills. Similarly, studies in congenitally blind individuals show 
effects of SSD-mediated training leading to acquisition of typically “visual” functions such as, e.g. 
navigation through vibrotactile inputs from an electronic walking cane (Maidenbaum et. al, 2014) or face 
recognition through specifically developed soundscapes (Abboud et. al, 2014, Arbel, Heimler, & Amedi, 
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2022). However, research using SSDs in people with partially impaired senses using assistive technologies, 
as in the current study, is significantly scarcer. 
 
Multisensory effects in HI in the spatial localization task 

Our results show that spatial localization in the HI improves significantly when specifically 
developed tactile stimulation is provided in tandem with sounds (task performance at approximately 80% 
vs 60%, for AT and A1 in the both BiCI users and all hearing impaired subjects, respectively). We 
hypothesize that aligning the two sensory inputs in terms of content, spatial movement, and timing played 
a significant role in producing this multisensory effect (see the temporal and spatial principles of 
multisensory integration as outlined by Spence, 2010). The results also comply with the inverse 
effectiveness principle of multisensory integration (Meredith & Stein, 1983). The same effect can be seen 
in our prior work in typically hearing individuals when background noise was added to the task (Snir et. al, 
2024). 

The reported multisensory enhancement might also point to the role of early sensory experience and 
duration of device use in the development of multisensory integration. Other existing findings in CI users 
are mixed in that matter. In unilateral CI users, some works show no benefit of adding visual cues to an 
auditory vertical localization task (Pavani et. al, 2017), as well as impaired audio-tactile integration 
(parchment skin illusion) in cases of prolonged deafness (although accuracy improves with longer device 
use; Landry, Guillemot & Champoux, 2013, Guillemot & Champoux, 2014). Others indicate typical visual 
attention capture in BiCI users (Valzolgher et. al, 2023, Kamke et. al, 2014) and efficient integration of 
simple audio-tactile stimuli in both congenitally and late unilateral/bilateral CI recipients, leading to faster 
reaction times (Nava et. al, 2014). In the current experiment all participants were fitted with their first 
hearing device (either a CI or a hearing aid) in the first few years of life, and used it for many years. We 
speculate that access to sounds from early development, as well as intact visual and tactile sensory 
modalities allowed for the development of the observed multisensory integration (Bruns & Röder, 2023, 
King, 2004). That considered, the BiCI case is one in which participants used two technologically mediated 
sensory modalities (CIs with TMA) and were nevertheless able to integrate information quite seamlessly. 
Further investigation is required with other types of multisensory tasks, however. 

Finally, while the auditory tasks were, as expected, reported in the subjective questionnaire as much 
more difficult for the HI group, the tactile and the audio-tactile spatial tasks felt significantly easier. The HI 
also found the tactile inputs much more helpful in localizing sounds than the TH control group. Indeed, 
compensating for missing auditory information by using tactile cues may be more familiar to HI individuals, 
such as for example when touching speaker membranes during listening to music (Tranchant et. al, 2017). 

 
Front-back and right-left confusions ameliorated by adding spatialized tactile inputs 

One of the most frequently reported challenges with spatial localisation, both in the TH and the HI, 
are front-back confusions. The reason for this being that two sound sources originating from the same 
direction along the midline yield identical ILD and ITD comparisons (Schnupp, Nelken & King, 2011). In 
users of assistive devices they also stem from the spectral compression applied to the incoming signal and/or 
the placement of the microphones (Mueller et. al, 2014, Johnson, Xu & Cox, 2017). This is solved in real 
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life by either taking advantage of the spectral cues, by moving the head so that the signals entering the ears 
differ or by turning to look at the sound source (McLachlan et. al, 2021, Yost, Zhong & Najam, 2015, 
Pastore et. al, 2018). In the current experiment, front-back (FB) and back-front (BF) confusions decreased 
significantly with tactile inputs complementing the auditory sources. In BiCI users, with a notably higher 
amount of errors than the TH, participants most frequently misreported the sources as coming from the back 
rather than the front. A likely reason being the lack of matching visual input for the frontal sources, a cue 
which this population is quite dependent on for localization (Bavelier, Dye & Hauser, 2006; Aurelie 2022). 
As for confusing the right with the left side, almost no such mistakes were made by TH subjects, with the 
lateral ITD and ILD cues being extremely dependable for these orientations (Middlebrooks, 2015). In some 
CI/HA users, however, there was a visible tendency to perceive some left oriented stimuli as coming from 
the right (17/19 HI participants preferred their right ear, as reported in the interview). The lateral confusions 
were also significantly ameliorated with the use of concurrent touch. Individual spatial orientation maps 
revealed similar tendencies in spatial perception of some of the HI, such as e.g. 8/10 BiCI and 2/3 CI/HA 
users (in sum 55%) making mistakes mostly when localizing auditory sources in the front or the front-left 
field (see Figure S1). 

 
Similarities between auditory and tactile processing and subjective subjective experiences 

The specific tactile weighting and vibrations used in our study may have been critical for obtaining 
the observed high results. Prior research using more basic set-ups has shown that vibrotactile stimulation 
can be used for improved speech comprehension (Weisenberger & Percy, 1995, Cieśla et al., 2022, Fletcher 
et. al, 2019), localization of simple static sources (Gori et. al, 2014, Fletcher, Cunningham & Mills, 2020), 
and music perception (Branje et. al, 2010), both in TH individuals and in the hearing impaired/deaf subjects. 
We assume that this intuitive audio-tactile learning/substitution is due to the numerous similarities between 
these two senses, which is also the reason why the outcomes are so immediate (see Introduction; cf. long 
training regimes in. Bach-y-Rita et. al, 1969, Abboud et. al, 2014,  Kupers & Ptito, 2011, Meijer, 1992).  

Another parallel between the two sensory modalities can be drawn based on the subjective responses 
of our participants. When asked whether they were imagining/visualizing the tactile experience, 70% TH 
and 60% HI participants said “yes” (97% and 80% for the auditory stimuli, respectively). While it is a known 
phenomenon for auditory motion perception (Carlile & Leung, 2016), this result indicates a possible 
development of extrapersonal perception of tactile moving sources in some participants as well. This 
contributes to the general debate on whether objects rendered through SSDs can be perceived as existing 
directly in the external space, similar to the way natural senses operate (cf. distal attribution; Hartcher-
O’Brien & Auvray, 2014, Maidenbaum et. al, 2014).  
 
Rehabilitation outlooks 

Here we did not see significant improvement of the auditory motion localization (A2 vs A1) 
following a brief introduction of multisensory and tactile cues. However, we believe that dedicated 
longitudinal training protocols could help calibrate auditory perception (see similar suggestions in Gori et. 
al, 2014, Fletcher, Cunningham & Mills, 2020). This taking into account that a capability to adapt to 
experimentally altered binaural cues (e.g. through ear plugging) has been shown in a row of human and 
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animal studies, and auditory localization capabilities can improve after acquiring experience with hearing 
devices (Shafiro et. al, 2015, Asp, Karltorp, & Berninger, 2022, Moore, 2002). An alternative multisensory 
training for spatial perception has also been suggested combining audio-visual inputs (Alzaher et. al, 2023, 
Valzolgher et. al, 2023, Aurelie 2022). The tactile sense handicap us that it can provide cues on the whole 
360 azimuth without head or body motion, as opposed to vision. An audio-tactile intervention could 
potentially contribute to accelerating rehabilitation after CI or HA fitting, by refining the relationship 
between the various incoming auditory signals (e.g. electrical vs acoustic, or between two cochlear implants) 
as well as their relationship to spatial locations.  
 
Limitations of the study 

In the current study, only one subgroup of the HI was homogeneous (10 users of BiCIs), while the 
rest of participants used various assistive device combinations: 3 were equipped with one CI and one HA, 
4 had one CI and the other ear was effectively deaf, and 2 wore bilateral hearing aids. While we did not see 
any significant differences in performance between members of these subpopulations (see Figures 1-3,), 
more specific conclusions could arise by investigating them separately, while using more sizable groups. It 
would also be valuable to test the effects of variables, such as age at onset of hearing loss and its severity, 
duration of hearing loss and CI/HA use, on spatial localisation skills both through audition and touch. In 
addition, the intervention was rather short, i.e. only allowed for an acute assessment of spatial performance. 
 
Conclusions 
 Our findings support the role of both nature and nurture in the development of spatial understanding. 
For auditory spatial perception it seems that natural (or close to natural) cues are needed in order to develop 
proper spatial capabilities. Yet by using tactile means, we show that congenitally HI are nevertheless capable 
of representing 360º space. Furthermore, we show rapid integration of a new SSD-mediated sensory 
capability with existing sensory information. These findings have implications for neuroscience and are 
crucial towards further development of sensory rehabilitation for populations with hearing/sensory 
impairments. 

Material & Methods 

The study was approved by the Reichman University Review Board (approval no 2022123) and conformed 
to the 2013 Helsinki Declaration. All participants signed an Informed Consent and were financially 
compensated for their participation. They were recruited through social media and with the help of previous 
participants.  
 
Participants 
 
Nineteen (19) people with bilateral sensorineural hearing loss were included in the study (16 female, 3 male; 
age 26.5 +/- 8.09). Ten (10) were users of two cochlear implants (BiCI; 8 female, 2 male; age 27 +/- 6.4), 
three (3) were users of one cochlear implant and one hearing aid (biHA; bimodal stimulation), four (4) were 
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users of a cochlear implant in one ear with the other ear deaf (>90dB HL for 0.25-8kHz range) and two (2) 
were users of two hearing aids. Hearing loss was of various etiology, in all participants diagnosed at birth 
(17/19) or within the first 5 years of life. None of the participants except for one (EG) had tinnitus. For the 
3 users of a CI and a HA, in the ear with the HA the aided hearing thresholds for 250Hz-8kHz were 50-90 
dB (EY), 30-70dB (YL), 40-80dB (TM); one user of two hearing aids had a mean binaural aided hearing 
threshold of 80-120 dB (RS), and one user of two bone-conduction devices had 20-70 dB (EG). All 
participants with hearing aids had a sloping hearing loss. Most users of cochlear implants got their first CI 
early in life, i.e. until the age of 3 and the second implant/a hearing aid before the age of 15 years. More 
specific details regarding the participants are depicted in Table 2. The used coded ID’s were not known to 
anyone outside the research group. The control group consisted of 29 individuals (22 female; 23.63+1.16; 
hereafter as TH). Randomly selected 22 people from the control group had a tonal audiometry test using an 
audiometer MAICO MA-51, with a staircase procedure of 5 dB up- 10 dB down (in a soundbooth at the 
CANLAB laboratory of the Reichman University), and had normal hearing (<20dB for 250Hz-8kHz). The 
exclusion criteria for the study were neurological or psychiatric diseases, attention deficits, and tactile 
sensory issues.  
 
Table 2 Details of the participants with hearing impairments. 

No Initials 
(code) 

Age Gend
er 

Age at HL 
diagnosis 

Etiology Device RE Device LE Age at RE 
CI/HA 

Age at LE 
CI/HA 

Preferred 
ear 

1 RCILCI004 30-34 F Birth Waardenbur
g syndrome 

CI, Cochlear 
Nucleus 7 

CI, Cochlear 
Nucleus 7 

1-5 11-15 R 

2 RCILCI005 25-29 M Birth Unknown CI, AB 
Harmony 

CI, AB 
Harmony 

1-5 11-15 R 

3 RCILCI007 25-29 M Birth Meningitis CI, 
Cochlear 
Nucleus 24 

CI, 
Cochlear, 
Nucleus 24 

1-5 11-15 R 

4 RCILCI009 30-34 F Birth Waardenbur
g syndrome 

CI, 
Cochlear 
Kanso 1 

CI, 
Cochlear, 
Kanso 1 

1-5* 11-15 R 

5 RCILCI011 20-24 F Birth Mother’s 
illness 
during 
pregnancy 

CI, 
Cochlear 
Nucleus 24 

CI, 
Cochlear, 
Freedom 

1-5 6-10 R 

6 RCILCI015 20-24 F Birth Mother’s 
illness 
during 
pregnancy 

CI, 
CochlearNucl
eus 7 

CI, 
Cochlear, 
Nucleus 6 

1-5 16-20 R 

7 RCILCI017 25-29 F Birth Unknown CI, 
Cochlear 
Nucleus 7 

CI, 
Cochlear, 
Nucleus 7 

1-5 11-15 R 

8 RCILCI020 15-19 F Birth Unknown CI, 
Cochlear 
Nucleus 7 

CI, 
Cochlear, 
Nucleus 7 

1-5 6-10 R 

9 RCILCI022 20-24 F Birth Connexin CI, CI, 1-5 6-10 R 
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26 Cochlear 
Nucleus 6 

Cochlear, 
Nucleus 6 

10 RCILCI023 25-29 F Birth Genetic CI, 
AB, Nadia 

CI, 
AB, Nadia 

1-5** 11-15 R 

11 RHALCI010 15-19 F Birth Connexin 
26 

HA, 
Pure 13 

CI, 
Medel, 
Sonnet  

1-5 6-10 R 

12 RCILHA014 20-24 F 1-5 Turner 
Syndrome 

CI, 
Kanso 1 

HA, 
NaidaV50 

11-15 1-5 R 

13 RHALCI024 50-54 F Birth Mother’s 
illness 
during 
pregnancy 
(rheumatis
m) 

HA Signia CI Med-el 
Opus 

11-15 1-5 None 

14 RCILDO012 20-24 F Birth Connexin 
26 

CI 
Nucleus 24 

- 1-5 6-10*** R 

15 RDOLCI016 20-24 F Birth Genetic 
(TMC1) 

- CI 
Med-el Combi 
40 

- 1-5 L 

16 RCILDO018 30-34 F Birth Genetic CI 
Nucleus 6 

- 1-5 - R 

17 RCILDO019 20-24 F Birth Unknown CI 
Nucleus 7 

- 1-5 11-15**** R 

18 RBCLBC013 20-24 F Birth Turner 
Syndrome 

HA (BC) 
BAHA 6 max 

HA (BC) 
BAHA 6 max 

11-15 11-15 R 

19 RHALHA021 55-59 M 1-5 Measles 
vaccine 

HA C&G SP 
7X BG 

HA C&G SP 
7XBG 

1-5 1-5 L 

F- female, M - male; HL - hearing loss; CI - cochlear implant; HA  - hearing aid; RE - right ear, LE - left ear; *replaced at the age of 21; ** replaced at age 25; 
*** not using it at all, came to the test without; **** not using it at all, came to the test without; BC - bone conduction hearing aid 

Experimental set-up  

Apparatus 

The experiment was conducted in a sound-treated cube-shaped room (4x4 meter), equipped with 97 
loudspeakers (JBL Control 23-1L, powered by 13 Dante-enabled amplifiers, Crown Audio DCi 8|600DA) 
mounted on the walls and ceiling. The loudspeakers were organized in three horizontal rings, 24 
loudspeakers each, at heights of 48cm, 148cm, 248cm from the ground and an azimuthal distance of 15° 
between adjacent speakers. The remaining twenty-five loudspeakers were set up on the ceiling in a 5x5 grid.  

Auditory “moving” stimuli  were decoded using an AllRad Ambisonics decoder (12th order) using 
the Spat5 library (version 5.2; Institut de Recherche et Coordination Acoustique/Musique, IRCAM) in the 
MaxMSP coding environment. 
 For the tactile stimulation, two in-house developed devices (VAS boxes) were used, each containing 
two piezoelectric plates to deliver vibrotactile stimulation on two fingertips (index and middle finger of both 

https://www.crownaudio.com/en/products/dci-8-600da
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hands). The devices were sound-proofed and contained two silicone slits through which each finger was 
inserted and placed on top of a piezoelectric actuator (for further details see Cieśla et al., 2019, Cieśla et al., 
2022).  

One author of the manuscript (AS) developed an algorithm, TMA (Tactile Motion Algorithm), 
which decoded virtual positions of sounds in 360º space to four vibrotactile actuators of the VAS device. 
Each actuator represented a corner of the room (front-left, front-right, back-left, back-right). The algorithm 
performed vector-based level weighting among the four actuators, enabling smooth reproduction of the 
motion surrounding the participant (also possible due to the use of multifrequency tactile actuators). This in 
turn calculated the output level coefficient for each vibration actuator and set the content level accordingly 
(more details in: Snir & Ciesla, 2024). The content to the four tactile actuators was emitted as audio via the 
same Dante network as the Ambisonic sound environment. The algorithm and experimental paradigm were 
programmed in MaxMSP.  
 
Preparations 

Upon arrival at the Reichman University, each participant first signed an Informed Consent, and 
then was briefly interviewed regarding their demographic details and hearing status.  

For the experimental part, the participant was seated in the center of the experimental room, with 
the head at the height of the center speaker ring and one tactile device on a small pedestal on the right and 
left side of the body (see Figures 1-2). The experimenter was seated in a separate control room and 
communicated with the participant using a talkback microphone (a microphone was placed at the ceiling of 
the experimental room). The experimenter could also monitor the participant using an overhead camera 
feed. In addition, all instructions were given to the participants in person face-to-face before each part of 
the experiment. The lights in the room were dimmed. Before any experiment started, it was also made sure 
that the participants could hear the experimental sounds inside the room, including the participants with 
hearing aids and cochlear implants (with their everyday device settings). All participants confirmed they 
could hear samples of sounds. The mobile phones of the hearing-impaired participants were placed in the 
control room, BlueTooth was disconnected.  
 
Sound level measurements (dB levels) 
Sound levels were measured in the experimental space using a MiniDSP UMIK-1 microphone (frequency 
response 8Hz-20kHz) placed at the participant’s head position. All measurements took place both with the 
tactile boxes ON and OFF. Specifically, the levels were measured for 20 randomly selected 4-second 
stimuli. The results were the following: a) tactile devices OFF: max. 65.3 +/- 2.2dB(z) vs b) tactile devices 
ON: max 64.6 +/-1.7dB(z). 
 
Experimental procedure 
 
The stimuli for the experiment were constructed of a sawtooth wave at a frequency of 200Hz. Both audio 
and tactile stimuli were designed to induce perception of motion on a horizontal plane around the person. 
Motion could start in any of the eight positions around the participant, i.e. front, front-right, right, back-
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right, back, back-left, left, front-left; see Fig 2). The motion direction could be either clockwise or counter-
clockwise. Each stimulus was 4 seconds in duration and could move at an azimuthal angle of 45º, 90º, 135º, 
180º. There were four experimental conditions, in the following order for all individuals: Audio1 (A1), 
Tactile (T), Audio-Tactile (AT) and Audio2 (A2). Each condition had a separate test sheet containing 28 
stimuli. Test sheets were pseudo-randomly created to equally represent the various orientations in space and 
directions of motion. Four catch trials included stimuli which were not moving at all.  Responses were given 
verbally (e.g.“ The sound moved from front to right back”). Before the start of the experiment, each 
participant received an explanation of the localization task and was given a response sheet showing 8 
possible responses (front, front-right, right, back-right, back, back-left, left, front-left). In addition, prior to 
the T condition a brief explanation of the tactile algorithm was given, and practiced with three example 
moving stimuli. For the T condition, CI users and HA users took their devices off, and the TH individuals 
wore headphones emitting white noise (due to the noise produced by the tactile device when no concurrent 
sounds are present). During the AT condition, the participants were not able to hear the noise of the tactile 
devices (see level measurements above).  
 
Data analysis 
 
Task performance 
 
The score for each condition in the localization task was calculated by combining the reported start-point, 
end-point and direction to arrive at the perceived midpoint of the motion trajectory, and comparing it to the 
actual stimulus midpoint. The distance in angle between the perceived and the actual stimulus midpoint was 
then converted to a score on a scale of 0-1 (perfect response: 0º error = 1; maximum error: 180º error = 0). 
Since localization was done on a circle and was calculated based on angle errors which to either direction 
would result as identical in scoring, a chance error was 0.5 (translating into 90º of error). The score was then 
compared between conditions (A1, AT, T, A2) for the TH group (N=29), the whole hearing-impaired group 
(N=19) and the bilateral cochlear implant users separately (N=10) (Wilcoxon Signed-Rank test). The 
midpoint scores for groups were also compared with one another, for each condition separately (Mann-
Whitney tests). To assess front-back/back-front and right-left/left-right mistakes made during the 
localization tasks, the occurrences of such swaps with respect to the reported midpoints were calculated as 
percentage. The “front”, “back”, “left” and “right” subareas were defined as independent 90º quadrants (i.e. 
front = -45º ≥ mid-point ≥ 45º). In addition, the scores were presented as spatial orientation maps for each 
individual separately.  These were arrived at by taking the scores of the midpoints for each of the sixteen 
possible angles (8 start points and 8 end points). These scores were then plotted using 16 point interpolation 
on a circle (the scipy.interpolate and matplotlib.pyplot libraries).  Following each task (A1, AT, T, A2), 
participants were given a subjective questionnaire to assess certain aspects of their experience (Table 1).   
 
Correlation Analysis 
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A Kendall r correlation analysis was applied to examine the relationship between the results in the 
experiment and age at fitting of both cochlear implants in bilateral CI users. 
 
Additional questionnaires 
 
Nijmegen Cochlear Implant Questionnaire (NCIQ) and Abbreviated Profile of Hearing Aid Benefit 
(APHAB) 
To assess the subjective hearing status and the related quality of life (QoL) of the hearing impaired 
participants, one of two questionnaires were used depending on the used device. Participants with one or 
two cochlear implants (N=18) filled in the Nijmegen Cochlear Implant Questionnaire (NCIQ; Hinderink, 
Krabbe, & Van Den Broek, 2000). The original English version was translated to Hebrew by a bilingual 
English-Hebrew speaker. NCIQ is composed of 60 questions representing three hearing-related functional  
domains and (within them) 6 subdomains: 1) physical (basic sound perception, advanced sound perception, 
speech production), 2) psychological (self-esteem), 3) social (activity limitations, social interactions). Basic 
Sound Perception referred to hearing sounds like the phone, car, someone calling, wtc.; Advanced Sound 
Perception referred to situations, such as having a conversation, enjoying music, recognizing gender of the 
speaker, etc.; Speech Production referred to the ability of controlling one’s voice pitch and volume; Self-
Esteem referred to accepting one’s own deficit, making new contacts, etc; Activity meant the amount of 
engagement at work, in hobbies, going out, etc.; Social Interaction referred to communications with different 
types of people and groups. The participants responded to the statements in the questionnaire as: never (1), 
sometimes (2), often (3), mostly (4), and always (5), or as no (1), poorly (2), moderate (3), adequate (4), 
and good (5) (last 5/60 items). An additional answer category was also offered, i.e. “not applicable (N/A)”. 
The score for a response to each item is : 1 = 0, 2 = 25, 3 = 50, 4 = 75, and 5 = 100. The total subdomain 
score is calculated by averaging the scores for 10 items per subdomain, with higher scores signifying better 
functioning.  Participants who had either one or two hearing aids (N=5), filled in the Abbreviated Profile of 
Hearing Aid Benefit (APHAB, version A; Cox & Alexander, 1995). APHAB is an inventory for self-
assessment, composed of 24 items concerning the experienced hearing-related handicap in everyday 
situations. The subjective benefit of the hearing aid is derived from comparing the results in the unaided vs 
aided condition. There are 4 subscales: Ease of Communication (EC), Reverberation (RV), Background 
Noise (BN), and Aversiveness (AV), with higher scores signifying more impaired functioning. The results 
are reported in the Supplementary Materials.  
 
Colour Trial Test (CTT) 
In order to exclude participants with sustained and divided attention deficits, the Colour Trial Test (CTT; 
d`Elia 1996) was performed by 15/19 participants with hearing deficits (3 males, 12 females, age: 29.13/-
11.55; 9 bilateral CI users, 1 bilateral HA user, 2 with 1 HA and 1 CI, 3 with 1 CI and deaf in the other ear) 
and 26 participants with typical hearing (7 males, 19 females, age: 23.37+/-1.4). Other participants couldn’t 
participate due to time constraints. The task is to connect circles following an ascending number sequence 
(1-25), while alternating between circles in yellow and circles in pink. The same numbers are presented both 
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on the pink and on the yellow circles, therefore requiring that the participant ignores some of them. This 
attention test is as free as possible from the influences of language and cultural bias.  
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Figure S1: Individual spatial orientation maps in the CI/HA users; A1- first audio task, T - tactile 
task, AT - audio-tactile task, A2 - second audio task 
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Figure S2. Individual spatial orientation maps in typically hearing individuals; A1 - first auditory 
condition, T - tactile condition, AT - audio-tactile condition, A2 - second auditory condition 
 

Table S1. Results of the APHAB questionnaire.  

 
HA 
(EC) 

 
HA 
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noHA 
(BN) 

noHA 
(AV) 

Delta 
(EC) 

Delta 
(RV) 

Delta 
(BN) 

Delta 
(AV) 

RHALCI010 71.38 44.28 61.11 52.53 83.67 48.48 79.46 7.07 12.29 4.21 18.35 -45.45 

RCILHA014 40.07 56.73 75.42 25.76 100.00 77.44 95.96 1.01 59.93 20.71 20.54 -24.75 

RHALCI024 33.84 50.51 50.51 56.57 56.57 48.48 79.46 1.01 22.73 -2.02 28.96 -55.56 

RBCLBC013 23.57 77.44 40.07 38.05 95.96 95.96 95.96 5.05 72.39 18.52 55.89 -33.0 

RHALHA021 23.57 31.65 75.42 17.51 100 100 100 3.03 76.43 68.35 24.58 -14.48 

EC - Ease of Communication , RV - Reverberation,  BN -Background Noise,  AV - Aversiveness; a negative delta signifies 
no improvement with a HA/s on. 

 

 


