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Abstract 50 

Introduction: Conversational artificial intelligence (AI) language models like ChatGPT have 51 

emerged as promising tools for patients seeking medical information and guidance. However, 52 

their use raises ethical concerns due to the potential for inaccurate medical advice that could 53 

harm patients. Previous studies in dermatological machine-learning have highlighted that the 54 

underrepresentation of diverse skin types in research could lead to bias and reduced performance 55 

in evaluating skin lesions in darker skin tones. This study aims to assess the accuracy of GPT-4 56 

in generating appropriate differential diagnoses and arriving at the correct diagnoses for common 57 

skin lesions. Additionally, we investigate any differences in its diagnostic accuracy between 58 

darker and lighter skin tones. 59 

 60 

Method: Fifty images were randomly selected from the Fitzpatrick 17k dataset, a publicly 61 

available online collection of clinical images labelled with the appropriate diagnoses and skin 62 

types based on the Fitzpatrick scoring system. Half of the images selected represented darker 63 

skin tones, Fitzpatrick IV-VI, and the other half represented lighter skin tones, Fitzpatrick I-II. 64 

For each selected dermatological condition, GPT-4 was presented with pairs of images - one 65 

from a lighter skin tone and another from a darker skin tone. GPT-4 was then asked to provide its 66 

top three differential diagnoses and a final diagnosis for each pair. The responses generated by 67 

GPT-4 were transcribed and compared against the labels provided in the dataset to evaluate 68 

accuracy. Subsequently, a univariate linear regression analysis was conducted to investigate the 69 

relationship between Fitzpatrick skin type and diagnostic accuracy of GPT-4. 70 
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 71 

Results: Out of the 50 selected images, the distribution of Fitzpatrick skin types was as follows: 72 

40% were Fitzpatrick type I, 10% were type II, 4% were type IV, 26% were type V, and 20% 73 

were type VI.  Overall, GPT-4 correctly diagnosed the condition in 28% of the images 74 

(n=14/50), while the correct diagnosis was included in its list of top differentials for 48% of the 75 

images (n=24/50). GPT-4 exhibited better performance in providing the correct diagnosis for 76 

lighter skin tones (44%, n=11/25) compared to darker skin tones (12%, n=3/25), and this was 77 

statistically significant (p-value < 0.05). Furthermore, with each unit increase in the Fitzpatrick 78 

scale, GPT-4s performance decreased by 11.4% in accurately providing a differential diagnosis 79 

and by 7.1% in accurately providing the correct diagnosis.  80 

 81 

Conclusion: GPT-4 exhibited significantly lower overall accuracy compared to previous studies 82 

reporting accuracies as high as 90%. This discrepancy highlights GPT-4s potential limitations in 83 

providing accurate information without sufficient clinical context. While GPT-4 could serve as a 84 

valuable learning tool for medical students and dermatology residents, it may not be suitable for 85 

patients seeking clinical input to self-diagnose lesions at home. It is important to note that this 86 

study is limited by its relatively small sample size, which could impact the generalizability of the 87 

findings.  If GPT-4 is to be considered for use by patients in a clinical setting, it is important to 88 

ensure that it demonstrates high accuracy and remains unbiased across all patient demographics 89 

and skin types. 90 

 91 

 92 
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Research letter 93 

Conversational artificial intelligence (AI) language models like ChatGPT have emerged as 94 

promising tools for patients seeking medical information and guidance.1 However, their use 95 

raises ethical concerns due to the potential for inaccurate medical advice that could harm 96 

patients.2 Previous studies in dermatological machine-learning have highlighted that the 97 

underrepresentation of diverse skin types in research could lead to bias and reduced performance 98 

in evaluating skin lesions in darker skin tones.3 This study aims to assess the accuracy of GPT-4 99 

in generating appropriate differential diagnoses and arriving at the correct diagnoses for common 100 

skin lesions. Additionally, we investigate any differences in its diagnostic accuracy between 101 

darker and lighter skin tones. 102 

 103 

Fifty images were randomly selected from the Fitzpatrick 17k dataset, a publicly available online 104 

collection of clinical images labelled with the appropriate diagnoses and skin types based on the 105 

Fitzpatrick scoring system.4 Half of the images selected represented darker skin tones, 106 

Fitzpatrick IV-VI, and the other half represented lighter skin tones, Fitzpatrick I-II. For each 107 

selected dermatological condition, GPT-4 was presented with pairs of images - one from a 108 

lighter skin tone and another from a darker skin tone. GPT-4 was then asked to provide its top 109 

three differential diagnoses and a final diagnosis for each pair. The responses generated by GPT-110 

4 were transcribed and compared against the labels provided in the dataset to evaluate accuracy. 111 

Subsequently, a univariate linear regression analysis was conducted to investigate the 112 

relationship between Fitzpatrick skin type and diagnostic accuracy of GPT-4. 113 

 114 
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Out of the 50 selected images, the distribution of Fitzpatrick skin types was as follows: 40% 115 

were Fitzpatrick type I, 10% were type II, 4% were type IV, 26% were type V, and 20% were 116 

type VI.  Overall, GPT-4 correctly diagnosed the condition in 28% of the images (n=14/50), 117 

while the correct diagnosis was included in its list of top differentials for 48% of the images 118 

(n=24/50). GPT-4 exhibited better performance in providing the correct diagnosis for lighter skin 119 

tones (44%, n=11/25) compared to darker skin tones (12%, n=3/25), and this was statistically 120 

significant (p-value < 0.05). Furthermore, with each unit increase in the Fitzpatrick scale, GPT-121 

4’s performance decreased by 11.4% in accurately providing a differential diagnosis and by 122 

7.1% in accurately providing the correct diagnosis.  123 

 124 

GPT-4’s exhibited significantly lower overall accuracy compared to previous studies reporting 125 

accuracies as high as 90%.5 This discrepancy highlights GPT-4’s potential limitations in 126 

providing accurate information without sufficient clinical context. While GPT-4 could serve as a 127 

valuable learning tool for medical students and dermatology residents, it may not be suitable for 128 

patients seeking clinical input to self-diagnose lesions at home. It is important to note that this 129 

study is limited by its relatively small sample size, which could impact the generalizability of the 130 

findings.  If GPT-4 is to be considered for use by patients in a clinical setting, it is important to 131 

ensure that it demonstrates high accuracy and remains unbiased across all patient demographics 132 

and skin types. 133 

 134 

 135 
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