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Abstract 

Health-related social media data generated by patients and the public provide valuable insights into patient 

experiences and opinions toward health issues such as vaccination and medical treatments. Using Natural Language 

Processing (NLP) methods to analyze such data, however, often requires high-quality annotations that are difficult to 

obtain. The recent emergence of Large Language Models (LLMs) such as the Generative Pre-trained Transformers 

(GPTs) has shown promising performance on a variety of NLP tasks in the health domain with little to no annotated 

data. However, their potential in analyzing health-related social media data remains underexplored. In this paper, 

we report empirical evaluations of LLMs (GPT-3.5-Turbo, FLAN-T5, and BERT-based models) on a common NLP 

task of health-related social media data: sentiment analysis for identifying opinions toward health issues. We explored 

how different prompting and fine-tuning strategies affect the performance of LLMs on social media datasets across 

diverse health topics, including Healthcare Reform, vaccination, mask wearing, and healthcare service quality. We 

found that LLMs outperformed VADER, a widely used off-the-shelf sentiment analysis tool, but are far from being 

able to produce accurate sentiment labels. However, their performance can be improved by data-specific prompts 

with information about the context, task, and targets. The highest performing LLMs are BERT-based models that were 

fine-tuned on aggregated data. We provided practical tips for researchers to use LLMs on health-related social media 

data for optimal outcomes. We also discuss future work needed to continue to improve the performance of LLMs for 

analyzing health-related social media data with minimal annotations. 

 

Introduction 

Patients, caregivers, and the public produce rich content related to health on social media platforms. Extensive research 

has analyzed health-related social media data to gain insights into important health issues such as healthcare service 

quality, medical treatments and interventions, and healthcare policies1–3. Due to the large scale of health-related social 

media data, Natural Language Processing (NLP) techniques such as sentiment analysis and topic modeling prove to 

be valuable in this line of research. Sentiment analysis can be used in place of survey questionnaires to quickly obtain 

information about the uptake or rejection of important public health efforts (such as promotion of vaccines or 

masking), or how the public views particular policy initiatives such as Unites States health care reform. Related 

comments for all of these have been mentioned extensively in Tweets, and samples have been manually annotated for 

sentiment by experts, to create datasets (e.g. the Health Care Reform (HCR) dataset). Assessing public opinion in this 

way simplifies the process of repeated sampling during a rapidly evolving situation. However, accurate NLP 

techniques often require high-quality annotated data, which is particularly challenging to obtain in the health domain 

due to the variety of health topics discussed and the heterogeneity of these topics. Off-the-shelf tools, on the other 

hand, require no annotated data but suffer from low performances when applied in health contexts due to domain 

incompatibility. Our prior work found that most such studies have inconsistent and poor research design and reporting 

practices, which remains a significant concern around the validity and reliability of NLP-based analysis of health-

related social media data4,5.  

The recent emergence of Large Language Models (LLMs) brings excitement and new opportunities to NLP 

and the health domain. LLMs are pre-trained on gigantic corpora such as Wikipedia articles to learn and memorize 

semantic representations and relationships of natural language and are further tuned on various downstream NLP 

tasks, such as sentiment analysis or named entity recognition (NER) to enhance their capabilities6. Representative 

LLMs include the Bi-directional Encoder-Decoder Recurrent Transformer (BERT), Generative Pre-Trained LLM 

(GPT) by Open-AI, FLAN-T5 by Google, and LLaMA by Meta. These LLMs have shown superior performance and 

versatility in a variety of NLP tasks, such as question answering, NER, text summarization, and language translation. 

Researchers have set out to evaluate the capabilities of the LLMs on diverse datasets and tasks. For example, Ziems 

et al. evaluated LLMs from the GPT family and FLAN-T5 on multiple computational social science tasks such as 

toxicity detection and positive framing7. These studies can involve either so-called “zero-shot” evaluations, where 
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only unlabeled test data is provided for analysis or “few-shot” tests or “fine-tuning”, where a sample of annotated data 

is provided for analysis prior to the presentation of test cases. 

In the health domain, most recent evaluations of LLMs focus on clinical data such as clinical notes, Electronic 

Health Records (EHR), and medical images8. For example, Hu et al. developed multiple prompting strategies to 

evaluate the capabilities of zero-shot LLMs such as GPT-3.5 and GPT-4 on classic clinical NER tasks and found that, 

although they have lower performance compared to fine-tuning BioClinicalBERT on clinical data, they have 

demonstrated promising results with no annotated data required9. Goel et al. used LLMs as additional annotators in 

clinical NER tasks and found that they can lower clinical annotators’ burden while maintaining high performance of 

the NLP models10. Despite these promising results in evaluating LLMs on clinical NLP tasks, few assessments 

considered consumer health data. For example, Lossio-Ventura et al. evaluated zero-shot ChatGPT for analyzing the 

sentiments conveyed through COVID-19 free-text survey responses. With no annotated data provided, ChatGPT 

achieved an F-measure of 0.8668, outperforming many commonly used off-the-shelf tools including VADER and the 

Linguistic Inquiry and Word Count (LIWC)11. Fu et al., evaluated ChatGPT on patient-generated texts in Cantonese 

through online counseling sessions and found that the zero-shot LLM can identify sentiments with over 90% accuracy, 

outperforming multiple machine learning models developed with annotated datasets12. Deiner et al. evaluated GPTs’ 

capacity in rating the probabilities of tweets that indicate conjunctive outbreaks and found that GPT-4 had satisfying 

agreements with two human raters with Pearson correlation scores of 0.73 and 0.7713.  

Despite these promising results suggesting that LLMs may change the landscape of NLP in the health domain,  

there is limited work that investigates their capacity to analyze the sentiments conveyed through health-related social 

media data. This type of data presents unique challenges such as the abundance of informal expressions created by 

patients and the public, and the constantly evolving languages that change in response to social media platform policies 
14 or health crises2. Analyzing the sentiments and opinions from patient and public-generated health social media data 

remains a critical topic, as it provides valuable insights into patient and public concerns toward health issues and 

enables patient-centered care by incorporating their voices. Despite the critical need to analyze large-scale health 

social media data, research shows that existing computational tools were not compatible with social media data and 

health contexts. Our previous studies found that commonly used off-the-shelf tools performed extremely poorly when 

analyzing the sentiments of health-related social media data. Developing machine and deep learning models on study 

data also require high-quality annotated data which can be challenging to obtain.  

To address the critical need of assessing the feasibility of utilizing LLMs in analyzing health-related social 

media data, we conducted a study to evaluate the performance of zero-shot and few-shot LLMs against LLMs fine-

tuned on annotated data on various health-related social media datasets, covering vaccination for human papilloma 

virus (HPV), mask wearing during COVID-19, the US healthcare reform in the Obama era, and reviews of healthcare 

providers. A commonly used off-the-shelf tool was used as baseline for comparison. We varied prompting and fine-

tuning strategies for the LLMs such as by incorporating aspect information in prompts and by assembling annotated 

data from multiple datasets for fine-tuning. We found that zero-shot and few-shot LLMs, though still far from 

satisfying, generally have better performance than the off-the-shelf tool. Incorporating data-specific information into 

the prompts improved model performance by a large margin on most of the datasets. BERT-based models that were 

fine-tuned on ensembled data showed the highest performance. Finally, we discuss the role of LLMs in analyzing 

patient and public-generated health social media data as well as practical tips for health informatics researchers to 

leverage them with little annotated data for better performance.  

 

Methods 

Evaluation datasets 

We used datasets that were evaluated in our previous work4. The datasets were selected based on our systematic review 

and must include human coders’ annotation as ground truth labels.5 More detailed description of the datasets can be 

found in He et al.4 The evaluation datasets included four health-related social media datasets: Health Care Reform 

(“HCR”), Human Papillomavirus (“HPV”) Vaccine, COVID-19 Masking (“Mask”), and Vitals.com Physician 

Reviews (“Vitals”). A non-health dataset, the IMDB Dataset (“IMDB”) created from movie reviews, was used for 

baseline comparison. To reduce the cost of OpenAI API usage, we randomly sampled 1,000 posts from the Vitals 

dataset and the IMDB dataset, respectively.  

 The HCR dataset was originally created by Speriosu et al. to study the public’s reactions to the Health Care 

Reform in the Obama era15. The dataset includes 2,315 tweets, with 701 labeled as positive, 1,034 as negative, and 

580 neutral. The HPV dataset was released by Du et al. for identifying public’s opinions toward the HPV vaccination16. 

The data consists of 964 positive, 1,044 negative, and 1,085 neutral tweets. The Mask dataset was collected, labeled, 

and maintained by our research team to study public attitudes and concerns toward mask wearing during the COVID-

19 pandemic.2 The dataset was collected from Twitter between January 1 and November 1, 2020. A random sample 
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of 609 tweets were annotated; 530 tweets supported mask wearing and 79 opposed mask wearing. The Vitals data was 

collected from one of the largest online physician review websites, Vitals.com, where patients and caregivers wrote 

reviews to rate the quality of healthcare services they received3. The sentiment labels were determined based on the 

numeric rating provided by the users (e.g., reviews with 5-star were labeled as positive and reviews with 1-star were 

negative). In the 1,000 random samples used in this study, 744 are positive reviews and 256 are negative reviews. The 

IMDB dataset was released by Maas et al., which included movie reviews collected from one of the largest movie 

review websites, IMDB.com, is a commonly used benchmark dataset for sentiment analysis and is used as a 

comparison dataset in this study17. In the 1,000 random samples included in this study, 623 are negative movie reviews 

and 377 are positive.  

 

Models and tools selected for evaluation  

Zero-shot LLMs 

We selected widely used LLMs that can generate textual responses to zero-shot NLP tasks with natural language 

prompts. Based on recent studies that evaluated LLMs in the general domain and on clinical notes 7,9,18,19, we selected 

FLAN-T5 by Google 20 and GPT-3.5-Turbo21 by OpenAI. We initially also experimented with LLaMA2 provided by 

Meta, but it failed to produce answers in consistent formats and sometimes merely repeated the question prompts. 

Therefore, we did not include LLaMA2 in this evaluation study. We accessed GPT-3.5-Turbo through OpenAI’s Chat 

Completion API22. FLAN-T5 was accessed via Huggingface Transformer API23. For all experiments involving GPT, 

the temperature was set to 0 to reduce randomness and ensure the consistency of outputs from the models.  

 Extensively experimenting with all checkpoints of the LLMs is beyond the scope and capacity of this study. 

We instead focused on the commonly used versions of the LLMs. The GPT-3.5-Turbo-1106 checkpoint and FLAN-

T5-Base were used.20 The FLAN-T5-Base checkpoint is a fine-tuned T5 model optimized for more than 1000 

downstream tasks and contains more than 250 million parameters.  

 

Fine-tuned LLMs 

We also selected commonly used pre-trained LLMs and fine-tuned them on a held-out set of our evaluation datasets. 

We used a general LLM (BERT_base_uncased) and domain and task-specific LLMs (BioClinicalBERT25 and 

SiEBERT26). BERT-based models have been widely used in downstream NLP tasks such as text classification and 

named entity extraction27. We accessed the pre-trained models through the HuggingFace model repository and fine-

tuned the models using the Trainer API. It is beyond the scope of this study to comprehensively evaluate all available 

pre-trained LLMs. We only selected commonly used models that are relevant to the task of sentiment analysis and the 

health domain.  

 

Baseline off-the-shelf tools 

We used Valence Aware Dictionary and sEntiment Reasoner (VADER) as the baseline off-the-shelf tool for 

comparison, as it produced the highest performance in an evaluation study on the same datasets4. VADER is an open-

source Python package using lexicons and manually curated rules to classify sentiments of social media data28. It 

computes a sentiment score on a piece of input text. Based on a threshold provided in the package, a sentiment label 

will be produced. More information about the tool and its performance is documented in He et al4.  

 

Experiments and setups 

Experiment 1: comparing zero-shot LLMs with fine-tuned LLMs and the baseline off-the-shelf tool 

The goal of Experiment 1 was to evaluate zero-shot LLMs against fine-tuned LLMs on the evaluation datasets with 

VADER being the baseline. In this experiment, zero-shot LLMs received no annotation data. Natural language 

prompts were curated moderately so that the LLMs can produce usable and comprehensible results, without any 

specific references to the data or the context of the data. The zero-shot LLMs were evaluated on full datasets because 

no training or validation data were needed. The finalized prompt used for all zero-shot LLMs across all datasets is: 

“What is the sentiment of the text? Only return the letter representing the answer. A. positive B. negative C. neutral 

D. not sure Text: [REPLACE WITH DATA].” 

Pre-trained BERT-based LLMs (BERT_base_uncased and BioClinicalBERT) were fine-tuned on a random 

sample of the evaluation datasets. Each evaluation dataset was split into a training, validation, and test set, following 

a 0.8-0.1-0.1 ratio. SiEBERT (Sentiment in English) was already fine-tuned on various texts with sentiment labels, 

including reviews and tweets26. Therefore, we directly adopted the fine-tuned check point of the model, without further 

tuning using our study data. Since the maximum token size allowed for BERT-based models is 512, we truncated the 

input text to include only 512 tokens; texts containing less than 512 tokens were padded with extra tokens so that input 

texts are of the same length.  
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Experiment 2: comparing zero-shot LLMs using generic versus data-specific prompts 

The goal of Experiment 2 was to investigate whether and how different prompting strategies affect the performance 

of the zero-shot LLMs. Subsequently, we tested basic prompts against data-specific prompts. We also tested chain-

of-thought prompts which required LLMs to reason and have shown promising results in prior studies29. However, the 

performance from our pilot study was extremely poor when using chain-of-thought prompts and even worse than 

generic prompts. This is probably because chain-of-thought prompts are useful for simple reasoning tasks such as 

solving mathematical problems or answering questions. Therefore, we decided to exclude chain-of-thought prompts 

in our evaluation.  

While there are many viable prompts, to make a fair baseline for the basic and generic prompts, we only 

conducted moderate prompt engineering, following instructions provided in previous studies7. Because sentiment 

analysis is essentially a text classification task with pre-defined sentiment labels, we formatted the prompts as 

multiple-choice problems, where each option is listed after a letter, followed by a new line character. We also 

instructed the LLMs to only produce the letter, both to reduce the number of tokens generated and to make the 

evaluation easier. After rounds of testing, we finalized the generic prompt and used it across all LLMs and on all 

evaluation datasets. To ensure that LLMs do not produce hallucinations on data that they are not confident in, we 

added another choice “Unsure”.  

For designing data-specific prompts, we injected data-specific information into the generic prompt by 

providing the task information (classification of attitude as supporting or opposing, or classification of overall 

sentiment as positive and negative), target (mask, HPV, HCR, movie, provider), data (tweet, movie review, online 

physician review), and context if applicable (e.g., during the pandemic, Healthcare Reform by Obama). Each 

evaluation dataset has its own data-specific prompt. For example, the data-specific prompt for the Mask dataset is: 

“Does the tweet support mask wearing during the pandemic?” The data-specific prompts used for the datasets are 

shown in Figure 1 below.  

   
Figure 1. Data-specific prompts in zero and one-shot experiments. 
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Experiment 3: comparing zero-shot and one-shot LLMs 

The goal of Experiment 3 was to investigate whether providing LLMs with annotated examples can outperform zero-

shot LLMs, where no annotated example was provided. As it is not our focus to comprehensively assess the differences 

between the number of examples, we evaluated one-shot LLMs to control the cost of using OpenAI API. We extended 

each data-specific prompt by adding an example post from the data, along with a short explanation and the answer. 

The prompts used for one-shot LLMs are shown in Figure 1. 

 

Experiment 4: comparing LLMs fine-tuned on single datasets versus models fine-tuned on an ensembled dataset 

The goal of Experiment 4 was to investigate whether fine-tuning LLMs on ensembled datasets from multiple sources 

outperform LLMs fine-tuned on single-source datasets. To create the ensembled dataset, we aggregated all data from 

the five evaluation datasets and then randomly partitioned the ensembled dataset into training, validation, and test sets 

following the 0.8-0.1-0.1 ratio. The BERT-based models were fine-tuned on the training and validation sets and 

evaluated on individual test sets from each evaluation dataset so that the performance is a fair comparison with results 

from the BERT-based models fine-tuned on individual datasets. For example, BERT_base_ensemble was fine-tuned 

on a random set of 80% of all data aggregated from the five evaluation datasets. It was then evaluated individually on 

random sets of 10% of each of the five datasets.  

 

Results 

Experiment 1: Performance comparison between LLMs and off-the-shelf tools 

Table 1 shows the weighted F1-scores of the zero-shot LLMs with generic prompts on all datasets, fine-tuned LLMs 

evaluated on sampled test sets of the data, and VADER on all data. Even without substantial prompt engineering or 

annotated examples to the zero-shot LLMs, GPT3.5-Turbo outperformed VADER on four out of five datasets and 

FLAN-T5 outperformed VADER on three out of five datasets.  

Though zero-shot LLMs have demonstrated higher performance than VADER, their results are still far from 

usable for research on most of the datasets, with weighted F1-scores lower than 0.6. The LLMs achieved the highest 

performance on the Vitals dataset, with a weighted F1-score of 0.97. Notably, both GPT3.5-Turbo and FLAN-T5 have 

extremely poor performance on the HPV and HCR data. The three twitter datasets (HCR, HPV, and Mask) are still 

challenging for the LLMs models, despite the improved performance over the baseline, VADER. 

 Out of the six tools/LLMs evaluated, SiEBERT performed the best on three out of five datasets, suggesting 

that LLMs fine-tuned on large scale datasets can indeed generalize to new datasets, though their applicability to health-

related social media data such as HPV and Mask is still limited.  

 

Table 1. Weighted F1-scores of the models on the evaluation datasets. GPT-3.5-Turbo and FLAN-T5 are all zero-

shot. BERT-based models are evaluated on held-out test sets. Highest weighted F1-scores are shown bolded. 

 Zero-shot LLMs Fine-tuned LLMs Baseline tool 

 GPT3.5-
Turbo 

FLAN-
T5 

BERT_base SiEBERT BioClinicalBERT VADER 

HCR 0.57 0.40 0.52 0.60 0.57 0.41 

HPV 0.55 0.34 0.59 0.39 0.51 0.49 

Mask 0.22 0.64 0.48 0.58 0.73 0.59 

Vitals 0.95 0.97 0.64 0.97 0.68 0.89 

IMDB 0.75 0.94 0.21 0.95 0.45 0.65 

 

 

Experiment 2 & 3: Performance comparison between LLMs using basic and data-specific prompts in zero and one-

shot settings 

Table 2 shows weighted F1-scores based on results from zero and one-shot LLMs using generic prompts and data-

specific prompts. For zero-shot GPT-3.5-Turbo, the performance increased by large margins when using data-specific 

prompts on three out of the five datasets. However, it had a lower performance with data-specific prompts on the HPV 

dataset. The Mask and IMDB datasets benefited the most from using data-specific prompts. While GPT-3.5-Turbo 

generally benefited from data-specific prompts, FLAN-T5 produced much poorer results when data-specific prompts 

were used, except for on the Mask dataset. For both the HCR and HPV datasets, none of the models performed better 

with data-specific prompts, although GPT-3.5-Turbo saw slight improvement on the HCR data in the data-specific, 

one-shot condition. 
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 Across the datasets, the Mask dataset gained the most from data-specific prompts. This is in part attributable 

to the importance of the context in which the Mask dataset was created. Without the contexts of the aspect (mask 

wearing) and during the pandemic, it is even challenging for human annotators to label the attitudes.  

 Comparing the LLMs in zero and one-shot settings, we did not observe benefits from the addition of an 

annotated example for GPT-3.5-Turbo and FLAN-T5. For FLAN-T5, the performance even decreased on three 

datasets (Mask, Vitals, IMDB). For GPT3.5-Turbo, adding an annotated example marginally improved the 

performance on the HCR and HPV dataset,  

 Overall, data-specific prompts improved performance for GPT3.5-Turbo but not for FLAN-T5. The benefits 

from adding an annotated example were not observed for both models.  

 

Table 2. Weighted F1-scores of the LLMs using generic and data-specific prompts and with an annotated example. 

 GPT3.5-Turbo 

(generic) 

GPT3.5-Turbo 

(specific) 

GPT3.5-Turbo 

(specific + 1 shot) 

FLAN-T5  

(generic) 

FLAN-T5 

(specific) 

FLAN-T5 

(specific + 1 shot) 

HCR 0.57 0.57 0.61 0.40 0.27 0.35 

HPV 0.55 0.45 0.46 0.34 0.25 0.30 

Mask 0.22 0.85 0.85 0.64 0.79 0.74 

Vitals 0.95 0.96 0.96 0.97 0.95 0.86 

IMDB 0.75 0.90 0.68 0.94 0.94 0.89 

 

 

Experiment 4: Performance comparison between fine-tuning LLMs on individual datasets versus an ensembled 

dataset  

Table 3 below compares the weighted F1-scores across the BERT-based models that were fine-tuned on individual 

test sets with those fine-tuned on an ensembled test set. In general, those tuned on the ensembled set outperformed by 

a large margin. Even the most basic BERT model fine-tuned on ensembled data achieved the highest weighted F1-

scores. Notably, the BERT_base_ensemble also achieved the highest performance on the HPV datasets among all 

models, with a weighted F1-score of 0.94, whereas the performance of other models was less than 0.6. This finding is 

not surprising, given that more and diverse annotated data for fine-tuning can usually improve model performance. 

The large margin of improvement, however, suggests that annotated data from other contexts are still useful for 

downstream tasks in different contexts. Notably, the performance achieved by the BERT-based models fine-tuned on 

the ensembled data is also the highest among all tools and models. For the HCR, HPV, and Mask data, the fine-tuned 

BERT-based models even achieved weighted F1-scores higher than 0.85. BERT_base_ensemble consistently 

outperformed BioClinicalBERT_ensemble, possibly because BERT_base was pre-trained on general English corpora 

that aligns better with social media data, while BioClinicalBERT was pre-trained on clinical notes and the underlying 

semantic representations are quite different.  

 

Table 3. Weighted F1-scores of the pre-trained, BERT-based models fine-tuned using different samples. 

 BERT_base_single BERT_base_ensemble BioClinicalBERT_single BioClinicalBERT_ensemble 

HCR 0.52 0.93 0.57 0.93 

HPV 0.59 0.94 0.51 0.92 

Mask 0.48 0.88 0.73 0.86 

Vitals 0.64 0.98 0.68 0.99 

IMDB 0.21 0.97 0.45 0.88 

 

 

Discussion 

Overall performance and observations from the experiments 

Our evaluation results show that while LLMs demonstrated promising performance on a variety of NLP tasks in other 

domains and on clinical data, they are still far from reliable when applied on health-related social media data, 

especially Twitter data that are known to be challenging for NLP. The performance of LLMs highly depends on the 

nature of the health-related social media data and how researchers formulate the tasks and design the prompts. Online 

physician reviews are less challenging for LLMs, as they most directly express sentiments and opinions. The 

performance of zero-shot LLMs on the Vitals dataset is above 0.95 for GPT-3.5-Turbo and FLAN-T5, with no 

annotated data provided or prompting strategies used. However, on the more challenging datasets such as tweets 

related to HCR, HPV, and mask wearing, the highest weighted F1-score is only slightly above 0.6, achieved by FLAN-

T5-base on the Mask dataset.   
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 The datasets and models also responded differently to further prompt tuning. Embedding data-specific 

information into prompts may enhance the performance of zero-shot LLMs, but the benefits depend on the data and 

contexts. For example, the Mask dataset benefited the most from data-specific prompts, but the HCR and HPV datasets 

did not. FLAN-T5 saw reduced performance when data-specific prompts were used. Adding an annotated example 

also did not improve the performance of GPT-3.5-Turbo and FLAN-T5. 

 The highest performing models from our evaluation study are BERT-based models fine-tuned on an 

ensembled dataset. The fine-tuned models achieved weighted F1-scores higher than 0.85, even on the more 

challenging datasets such as the HCR, HPV, and Mask dataset. The basic BERT model consistently outperformed 

BioClinicalBERT, possibly due to the alignment between health social media data and the generic English corpora 

that BERT was pre-trained on. Surprisingly, BioClinicalBERT that was pre-trained on clinical notes from Intensive 

Care Unit settings still showed good performance, despite the development domain highly differing from the social 

media contexts. This may suggest that having a diverse ensembled data for further fine-tuning can still improve model 

performance and efficiently transfer the previously learned semantic representations to a new domain.  

 Overall, our evaluation results suggest that GPT and FLAN-T5 are still not yet directly usable for analyzing 

health-related social media data, especially data related to healthcare policy and vaccination. Using data-specific 

prompts can improve the performance of the models on some datasets but not consistently. For more reliable results, 

researchers should still leverage annotated data to fine-tune pre-trained models such as BERT and BioClinicalBERT. 

Assembling diverse data for fine-tuning can greatly improve the performance of these models.  

 

Practical tips for using LLMs on health-related social media data 

While the model behaviors and performances are difficult to analyze, we provide a set of practical tips derived from 

the series of experiments we conducted. However, it is worth noting that the tips may only be applicable to certain 

social media and health contexts. Researchers should explore their study data and investigate what works the best for 

their specific study contexts.  

 First, correctly formulating the sentiment analysis task and providing this information to LLMs is essential 

for better performance. While sentiment analysis generally refers to the task of identifying sentiments, opinions, and 

attitudes from texts, it can be manifested very differently in different study contexts. For example, on the Mask dataset, 

the task is formulated as “identifying the attitudes as supporting or opposing” (a form of argumentation), while on the 

Vitals dataset, the task is “identifying the emotion toward the provider as positive or negative”.  

 Second, health-related social media data often contain multiple aspects at the same time, therefore, specifying 

the intended focus where sentiment is wanted is important for the LLMs. For example, in the Mask data, users 

commonly used negative words to express their supporting attitudes toward mask wearing. This, however, often 

requires researchers to first conduct exploratory qualitative review of their data to identify aspects of interest to 

correctly instruct the LLMs. 

 Third, while LLMs are all pre-trained on gigantic corpora and have a huge parameter space, their underlying 

architecture and therefore their specialties still differ. For example, according to Ziems et al., FLAN-T5 performed 

better than GPT models on sentiment classification on most of the datasets7. Our evaluation results also found that the 

models responded differently to data-specific prompts and the additional annotated examples. This suggests that 

researchers should familiarize themselves with the unique features of the LLMs to find the model that best fits their 

study data and contexts. In general, we observed that FLAN-T5 works best with simple and straightforward prompts, 

while GPT models benefit from detailed natural language prompts with information about study data and contexts. 

 

The role of zero and few-shot learning LLMs in analyzing health-related social media text 

While our evaluation results show that zero-shot LLMs are still far from capable of producing reliable sentiment labels 

on health-related social media data, they have several strengths that make them good candidates for being incorporated 

into the analysis workflow. First, researchers can interact with zero or few-shot LLMs such as GPT and FLAN-T5 

through natural language-based prompts, lowering the technical requirements of training, developing, and fine-tuning 

their own deep learning models. In addition, researchers can easily extend the analysis to more granular levels, such 

as aspect-based sentiment analysis, with zero-shot LLMs. Analyzing patient and public-generated social media data 

may particularly benefit from the power and promises of zero and few-shot LLMs. Unlike clinical NLP tasks where 

the clinical information and entities of interest are relatively fixed, health-related social media data are often 

heterogeneous and evolving. The nature of health-related social media data often requires researchers to conduct 

manual review at the beginning to identify aspects of interest. Zero and few-shot LLMs and their versatility and 

flexibility can potentially help researchers to conduct exploratory analysis of health-related social media data, 

especially when the content of the data is not clear. In the process, researchers can also improve or tune the model 

using natural language input, leading to efficient synergies between LLMs and researchers.  
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 While researchers can be freed from tedious data annotation, feature engineering, model development and 

validation, their roles may be as critical in the LLM era. For example, it is important for the LLMs to have accurate 

and relevant prompts for the tasks, especially the context, sentiment analysis target, and data. This requires researchers 

to have a good understanding of their study data and invest time to conduct exploratory analysis of the data.  

 Our results from Experiment 4 also shows that BERT-based LLMs performed the best when fine-tuned on 

ensembled data from all evaluation datasets. This, however, requires a larger amount of annotated data for fine-tuning. 

A possible workaround is to use the zero-shot LLMs to generate synthetic data with labels and use the generated data 

to augment the fine-tuning dataset with BERT-based models. Though zero or few-shot LLMs themselves may not be 

able to produce accurate sentiment labels, their superior ability to generate human-like texts can be leveraged in 

augmenting annotated data to improve the performance on downstream tasks.  

 

Challenges and issues with using LLMs in analyzing patient and public-generated social media data  

Despite the promising performance and the ease of use of the zero-shot LLMs on health-related social media data, we 

also note challenges and issues that researchers should be aware of when using these LLMs. First, most of the LLMs 

are proprietary products made available through commercial companies such as OpenAI, Google, and Meta. While 

FLAN-T5 by Google and Llama2 by Meta are currently freely available or upon request, it is hard to predict whether 

and at what price they will charge for using their models. The rising costs of close-sourced LLMs such as GPTs also 

raise concerns about the feasibility of large-scale analysis of social media data. Currently, it costs $10 for 1 million 

tokens with GPT-4-Turbo, which is 200 times the price for GPT-3-Turbo. It is unknown whether they will continue 

to increase and what consequences this may have on researchers with limited financial resources.  

Our results also show that there are no consistent patterns of which LLM and what prompts work the best for 

what types of data. OpenAI’s models are not open-sourced, making the use and explanation of the model output 

opaque for researchers in the health domain. Second, recent research has revealed the risk of LLMs in leaking training 

data, which could be particularly concerning due to the sensitive nature of health-related data.30 While OpenAI stated 

that user input will only be stored on their servers and not be used for training their models, patients and the public 

who produced the health-related social media data may still perceive this as risky. The recent deal between Reddit, 

one of the largest online communities, and an unknown company to access all public Reddit data for developing LLMs 

also raised concerns of how public social media data will be used in the LLM era.31 This could be particularly 

concerning for patients who produce health-related content on social media platforms, as their posts may contain 

personal and sensitive information. This warrants future studies to investigate how to best protect patient and public-

generated social media data when LLMs are trained on and used for analyzing them.  

 

Limitations 

Our study is limited to the selection of health-related social media data that are publicly accessible and have been 

annotated by experts. While we tried to diversify the health topics covered and social media platforms studied, three 

out of the five datasets we evaluated were from Twitter data. In addition, due to the cost of using the OpenAI API, we 

were not able to comprehensively experiment with an exhaustive set of prompting strategies or model checkpoints. 

The number of available LLMs is also increasing rapidly; it is beyond the scope and capacity of this work to compare 

all available LLMs on the study data.  

 

Future directions 

This evaluation study sets the stage for exciting future work. First, we will further explore how LLM sizes affect their 

performance, ie, whether larger LLMs always have better performance or whether more easily distributed smaller 

models would suffice. Second, we will leverage the retrieval-augmented generation (RAG) framework with a small 

set of annotated health-related social media data to improve the LLMs and further reduce the risk of hallucination. We 

will also explore innovative use of LLMs to improve the performance, such as by using LLMs to generate synthetic 

data to augment the size of training data and improve downstream tasks. Third, we will further evaluate the capabilities 

of zero-shot LLMs on more NLP tasks such as topic modeling and misinformation detection using health-related 

social media data. Last, we will evaluate the capabilities of LLMs on multimodal health-related social media data, 

combining texts, images, audios, and videos for a more comprehensive analysis of patient and public-generated data.  

 

Conclusions 

LLMs such as GPT-3.5-Turbo and FLAN-T5 consistently perform better than a highly regarded, rule-based off-the-

shelf tool when analyzing the sentiments and opinions of health-related social media data, even when no annotated 

data is provided. Further, enriching prompts with data-specific details about targets of the opinions and social media 

platforms improves the performance of current LLMs on most of the evaluation datasets. This evaluation study shows 
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the potential of using LLMs in computational analysis of health-related social media data with little to no annotated 

data. However, researchers will still need to have a good understanding of the study data they are working with, to 

correctly instruct LLMs to produce accurate results. Future work should further investigate how to continuously tune 

LLMs with domain data for better performance.  
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