Transfer learning on structural brain age models to decode cognition in MS: a federated learning approach
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Introduction: Classical deep learning research requires lots of centralised data. However, data sets are often stored at different clinical centers, and sharing sensitive patient data such as brain images is difficult. In this manuscript, we investigated the feasibility of federated learning, sending models to the data instead of the other way round, for research on brain magnetic resonant images of people with multiple sclerosis (MS).

Methods: Using transfer learning on a previously published brain age model, we trained a model to decode performance on the symbol digit modalities test (SDMT) of patients with MS from structural T1 weighted MRI. Three international centers in Brussels, Greifswald and Prague participated in the project. In Brussels, one computer served as the server coordinating the FL project, while the other served as client for model training on local data (n=97). The other two clients were Greifswald (n=104) and Prague (n=100). Each FL round, the server sent a global model to the clients, where its fully connected layer was updated on the local data. After collecting the local models, the server applied a weighted average of two randomly picked clients, yielding a new global model.

Results: After 22 federated learning rounds, the average validation loss across clients reached a minimum. The model appeared to have learned to assign SDMT values close to the mean with a mean absolute error of 9.04, 10.59 and 10.71 points between true and predicted SDMT on the test data sets of Brussels, Greifswald and Prague respectively. The overall test MAE across all clients was 10.13 points.

Conclusion: Federated learning is feasible for machine learning research on brain MRI of persons with MS, setting the stage for larger transfer learning studies to investigate the utility of brain age latent representations in cognitive decoding tasks.
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Introduction

Magnetic resonance imaging (MRI) changed the way medicine is practised. For neurological disorders, MRI is for example useful to obtain anatomical representations of the brain, based on tissue properties such as the time it takes for protons to align back to a magnetic field after being distorted by a radio-frequency pulse. For multiple sclerosis (MS), this allows optimal MS care in terms of diagnosis and follow-up (1, 2), and can already be considered indispensable less than 50 years after Peter Mansfield successfully scanned the finger of his assistant Andrew A. Maudsley (3).

To make sense of the wealth of information that is within these anatomical brain representations, we can extract features that are relevant for a certain pathology, thus creating a new representation. In MS for example, representations related to brain atrophy are relevant, as they are key for disease monitoring (4). Yet, these knowledge-based, structural representations fall short in explaining real-life symptoms that persons with MS experience, which is known as the "clinico-radiological paradox" (5). It is plausible that such representations should be enriched with other biological information, such as functional brain organisation (6). However, besides resolving to other methodologies, recent evidence suggests that more information can be extracted from structural MRI than common knowledge-based representations (7).

Leonardsen et al. 2022 recently showed that we can in fact obtain clinically relevant representations of structural MR images by using the "brain age" concept (7). The authors showed that the latent space representation of a deep convolutional neural network (CNN) predicting age from structural MRI is useful for distinguishing people with MS from healthy controls. In contrast to a knowledge-based representation, this latent space is a data-driven representation, which is typically not interpretable for humans. Although it is unclear whether these representations are a useful alternative to overcome the aforementioned paradox, we recently showed that brain age is related to disease burden of persons with MS in terms of information processing speed, independently of their chronological age (8). Analogously to Leonardsen et al. 2022 (7), we will now use transfer
learning (adapting a model performing a certain task to perform a related task) to investigate whether the latent space of brain age models could be useful for decoding cognitive performance from structural MRI in MS.

To investigate this, we need to be able to access a sufficiently large data set. However, sharing medical data is difficult because of e.g. privacy issues, hospital regulations and the General Data Protection Regulation (GDPR). A solution to this is the concept of federated learning (FL) (9), where instead of centralising data, models are trained on distributed data sets by sending models to the data, where they are trained locally. The feasibility of federated learning has already been demonstrated in a medical context, where FL reached a comparable performance in tumour segmentation on MR images compared to conventional centralised learning that requires data sharing (10). The feasibility of federated learning was underlined by a recent study on brain tumour segmentation using a world-wide network of 71 sites (11).

The primary aim of this study is to assess the feasibility of federated learning on decentralised international data of persons with MS, and compare the performance with client-specific model training. Our secondary aim is to provide a benchmark for decoding cognitive performance from T1 weighted MR images using federated learning.

The SDMT was the target variable to predict. In this test, a subject is presented a list of symbols that need to be converted to numbers using a key on the top of the page, matching symbols with numbers. In 90 seconds, the subject has to convert as many symbols to numbers as possible, each time saying the number out loud for the test administrator to write down. The SDMT is a measure of information processing speed.

### Table 1: Characteristics of the three different data sets

<table>
<thead>
<tr>
<th></th>
<th>Brussels</th>
<th>Greifswald</th>
<th>Prague</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>97</td>
<td>104</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>sex (m:f)</td>
<td>28:69</td>
<td>35:69</td>
<td>24:76</td>
<td>0.315†</td>
</tr>
<tr>
<td>age (M ± SD)</td>
<td>43.1 ± 12.0</td>
<td>44.1 ± 8.6</td>
<td>47.9 ± 6.5</td>
<td>0.004*</td>
</tr>
<tr>
<td>SDMT (M ± SD)</td>
<td>51.2 ± 15.0</td>
<td>59.2 ± 10.8</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
<tr>
<td>EDSS (Median; IQR)</td>
<td>3; 2</td>
<td>1.5; 2</td>
<td>2.125 /</td>
<td></td>
</tr>
<tr>
<td>Disease duration (M ± SD)</td>
<td>14.7 ± 6.5</td>
<td>14.7 ± 6.5</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
<tr>
<td>Onset (relapsing-progressive)</td>
<td>100.1</td>
<td>100.0</td>
<td>0.018†</td>
<td></td>
</tr>
</tbody>
</table>

### Brain age model. We used a pre-trained T1 brain age model from Wood et al. 2022 (14), which the authors made available in their GitHub repository. We chose this model for being a deep neural network that only uses brain images as input, having a low error in predicting age from structural MRI and the ability to replicate their methodology using their code, from data pre-processing to predicting brain age.

### Architecture. In brief, the model is a Dense Convolutional Network (DenseNet) (19), which is unique for directly connecting all layers inside the network with each other (19). Although the exact model architecture can be consulted in the paper of Wood et al. 2022 (14), in the context of transfer learning in this manuscript, it is noteworthy to mention the size of the fully connected layer, consisting of 1024 weights and 1 bias. These weights were updated during transfer learning, whereas the weights of the deeper layers were frozen.
of the model. This was done by calculating the mean absolute error (MAE) between predicted age (brain age) and the chronological age at scanning time. This data set is described in Denissen et al. 2022 (8). Furthermore, as brain age models typically overestimate age of MS patients (8, 20), we also applied the model to the MS data set of each client. For all data sets, we then calculated the brain-predicted age difference (BPAD) by subtracting chronological age from brain age, and tested whether it was significantly different from 0 with a Wilcoxon signed rank test.

![Fig. 2. Transfer learning methodology.](image)

Hardware setup. The federated learning network (figure 1) consists of 4 computers, of which one is the server that coordinates the project, whereas the other three are clients on which models are trained using the local data that is present. The two Brussels computers were located in the same office and connected to the network of the department of electronics and informatics (ETRO) of the VUB. The computers in Greifswald and Prague were connected to this network via a Virtual Private Network (VPN). Models were shared via secure copy protocol (SCP) with secure shell (SSH). All client computers were equipped with a graphical processing unit (GPU); Brussels: NVIDIA Titan X Pascal (12GB), Greifswald: Zotac RTX GeForce 3090 (24GB) and Prague: INNO3D GeForce RTX 4090 (24GB).

Federated learning. Our federated learning (FL) approach was inspired by the federated averaging (FedAvg) algorithm described in McMahan et al. 2017 (9). Prior to the first federated learning round, the server first sent out a federated learning plan, the latter inspired by the open source OpenFL framework (21). This FL plan contains all details for local model training and can be consulted in the yellow box. Next, each client informed the server about its data set size. The test data for each client was fixed during the entire FL process and only used for testing the final model. Model training happened with FL rounds, where each round consisted of the following steps:

1. The server first sent out a global model to all clients. The initial model was a T1 brain age model (cfr. supra).

2. Next, each client trained the fully connected layer (1024 weights and 1 bias) of the global model using the local, skull-stripped T1 weighted brain MR images as input and SDMT values as ground truth (figure 2), i.e. a regression task. To avoid a lucky split in train and validation data, we used bootstrapping (sampling with replacement) to generate 30 train and validation data sets, yielding 30 models. The model that was sent back to the server was a weighted average of the fully connected layer of these models. Models with a higher validation loss had a lower contribution. Training results (train and validation MAE for every split) were also sent to the server.

3. Lastly, the server randomly sampled 2 local models, and aggregated them using a weighted average, resulting in a new global model for the next FL round. The weight of each local model was determined by the data set size of that client. This concludes the federated learning round.

The best global model across all FL rounds is the one with the lowest average validation MAE across all client models and referred to as the "final model". If a model did not improve for 10 FL rounds, training was stopped early.

Finally, the performance of the final model on unseen data was assessed by applying it to the test data set of each client. Performance was assessed using the MAE and the Pearson correlation between true and predicted SDMT. The overall test MAE was calculated as a weighted average of the test MAE per client:

$$\text{MAE}_{\text{test,overall}} = \sum_{i=1}^{m} \frac{\text{MAE}_{\text{test},i} \cdot n_i}{N}$$

with $m$ the number of clients, $n_i$ the client sample size and $N$ the summed sample size of all clients.

Client-specific training. As a comparison for the federated learning approach, on each client in our FL network, we performed a client-specific training using only the data set of that client. We used the exact same methodology as for the federated learning approach, but without model averaging across clients. Hence, the client model resulting from each round was immediately passed to the next round. All client models were assessed on the test data set of each client, who shared their test results with the server.

Ethics. The "Commissie Medische Ethiek" (CME) of the UZ Brussels judged this retrospective study to be exempt from ethical approval (B.U.N. 1432022000303). For data at each center in this study, ethical approval was obtained prior to data acquisition (Brussels: B.U.N. 143201423263, Greifswald: BB159/18, Prague: 113/22 S-IV and 28/17), and written informed consent was acquired from all subjects prior to inclusion.
**FL plan (Training details)**

- **FL rounds**: 100. A federated learning round is one complete cycle of [1] the server sending a global model to all clients, after which [2] all clients update it on their local data and [3] send it back to the server. The FL round is concluded by [4] a weighted average of a certain number of client models (cfr. infra).

- **Number of epochs per FL round**: 1. One epoch is one complete model update on all available training data.

- **Batch size**: 8. Number of data points used simultaneously to calculate the gradient, which allows to update all weights in a model simultaneously.

- **Initial learning rate**: 0.001. The learning rate controls how the model’s weights are updated based on the gradient, namely by controlling the magnitude of the step taken in the opposite direction of the gradient.

- **Patience learning rate reduction**: 3. The number of FL rounds without validation loss improvement (tracked per client) before reducing the learning rate by the learning rate reduction factor (cfr. infra).

- **Learning rate reduction factor**: 0.5. Factor by which the learning rate is reduced after several rounds (cfr. supra) without validation loss improvement (tracked per client).

- **Patience early stopping**: 10. Number of FL rounds without improvement of the average validation loss across clients before stopping training early.

- **Train/Validation/Test fraction**: 60/20/20%. Fraction of client data used for the different data sets used for machine learning.

- **Number of clients in sample**: 2. Number of clients of which the local model is used for the weighted average for a new global model.

- **Number of splits**: 30. Number of random train/validation splits (using bootstrapping) for each FL round.

- **Loss function**: L1 loss, \( \sum_{i=1}^{n} |y_i - \hat{y}_i| \). Summed absolute error between true and predicted SDMT score.

- **Optimizer**: To update the weights, we used Adam optimisation (22).

**Results**

**Brain age predictions.** The brain age model of Wood et al. 2022 (14) achieved an MAE of 3.85 years on the Brussels HC data set, whereas it significantly underestimated age (table 2). The model overestimated age on the Brussels and Greifswald data set (table 2). BPAD distributions of the client MS data sets were significantly different (p <.001, calculated with an ANOVA on n, mean and SD of table 2).

**Federated learning.**Figure 3 shows the federated learning results. The x-axis shows the number of FL rounds. The y-axis shows the mean absolute error (MAE), which is the L1 loss (sum of absolute differences between true and predicted SDMT value) divided by the sample size. We plotted the MAE instead of the L1 loss since it can be easily interpreted as the “average points of SDMT misprediction by the model”. In the top 3 panels, the red and blue lines represent the average train and validation MAE respectively, whereas the shaded red and blue areas represent the 95% confidence interval, all calculated across 30 bootstraps per FL round. It can be observed that both the training and validation MAE are reducing in the first FL rounds, indicating learning behaviour of the model on all three clients. In the bottom panel, the MAE represents the average validation MAE across clients. At FL round 22, this graph reaches a minimum (9.30 points), indicating the best and final model. As training was stopped early after 10 FL rounds of no improvement, the model was trained for a total of 22 + 10 = 32 FL rounds.

The final model decoded SDMT score with an overall test MAE of 10.13 points, whereas the test MAE per client was 9.04 for Brussels, 10.59 for Greifswald and 10.71 for Prague. The Pearson correlation between true and predicted SDMT was 0.30 (p = 0.206) for Brussels, 0.29 (p = 0.210) for Greifswald and 0.54 (p = 0.014) for Prague.

**Client-specific training.** Here, we trained a total of three models, one per client. Each model was trained solely on the data that is available locally and tested on all test data sets that were also used for the federated learning approach. The results, expressed as MAE in SDMT points, are displayed in table 3.

<table>
<thead>
<tr>
<th>Training data set</th>
<th>Brussels</th>
<th>Greifswald</th>
<th>Prague</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test data set</td>
<td>7.68</td>
<td>10.57</td>
<td>12.57</td>
</tr>
<tr>
<td>Brussels</td>
<td>9.00</td>
<td>9.06</td>
<td>9.29</td>
</tr>
<tr>
<td>Greifswald</td>
<td>13.61</td>
<td>12.60</td>
<td>9.00</td>
</tr>
<tr>
<td>Prague</td>
<td><strong>10.11</strong></td>
<td>10.72</td>
<td>10.25</td>
</tr>
</tbody>
</table>

Table 3. Client-specific model performance. The columns indicate on which data set a model was trained, while the rows indicate to which test data set a model was applied. Each value is the MAE in SDMT points. Values in bold indicate where the client-specific model training outperformed federated learning.

**Discussion**

In this manuscript, we showed that federated learning is feasible for training models on T1 weighted brain MR images of people with MS, using an international network of three different clinical centers. The final federated learning...
model decoded SDMT score with an overall test MAE of 10.13 points, and a test MAE per client of 9.04 (Brussels), 10.59 (Greifswald) and 10.71 (Prague).

Currently, open source federated learning frameworks are in full development, such as Flower (23), OpenFL (21) and PySyft (24). Ultimately, technical developments will increase the number of clients that can be present in a federated learning network. Access to more data sets will in turn allow training deep neural networks on more and heterogeneous data, potentially augmenting generalisability of models. Specifically for constructing cognition decoding models, this will also allow to train deep neural networks from scratch without the need to perform transfer learning on pre-trained networks, such as brain age networks. This might have a couple of advantages, as discussed next.

The performance of the SDMT decoding model. Based on the reduction in MAE over the FL rounds, we observe learning behaviour for each client using the FL approach. Through access to all data sets, federated learning seemed to yield more balanced results, and thus a more generalisable model, compared to a setting where a model only has access to its local data. For this study, a comparison with a centralised learning approach, where all data is centralised, was not possible. Yet, evidence already exists that federated learning on brain MR images yields similar results as centralised learning for tumour segmentation (10).

Besides resolving to federated learning to improve cognition decoding results, a plateauing performance can be expected when starting from brain age models, who are likely insensitive to MS inflammatory activity as these processes are not at play in a healthy aging cohort. Moreover, including inflammatory information is important when decoding information processing speed since besides atrophy, lesion volume is important in the prediction of cognitive impairment (25). As lesions are most clearly visible on FLuid-Attenuated Inversion Recovery (FLAIR) images, these images should be included in future studies decoding cognitive performance from brain MRI.

Although our results appear a fair benchmark when solely considering the MAE, we observed that the Pearson correlation between true and predicted SDMT on the test data set of each client was poor. In a post-hoc analysis, each client therefore shared information on the distributions of the true and predicted SDMT values of the test data set with the server (table 4). The key observation for this table is the standard deviation of the predicted SDMT distribution, which is very low compared to the true SDMT distribution. Hence, the model most probably learned to assign values close to the mean, which yields a fair MAE, but poor individual predictions. When this is indeed the case, we hypothesise this behaviour to be due to the model essentially "giving up" to perform the task with the current resources. The cause could for example be an excess of data heterogeneity, freezing too many network weights (essentially overestimating the similarity of the age and SDMT decoding task), insufficient cognition-related information in a T1 weighted image (cfr. supra) or a lack of data. The latter is exactly why we set up this FL network, which we aim to extend in the future.

The federated learning approach. Our approach to federated learning can be considered basic, but its simplicity makes it robust and scalable. Furthermore, our approach is stable, and after setup, only requires starting one Python script per computer involved. However, as we designed our approach to work on a network of 4 computers with Linux installed, we were able to use secure copy protocol (SCP), which only works on UNIX-based operating systems.

Fig. 3. Federated learning results. Abbreviations: FL = federated learning, MAE = mean absolute error, avg = average.
Table 4. Information on distributions of the predicted and true ground truth values of the test data set of each client. Abbreviations: Pred = predicted SDMT, SD = standard deviation, W = Shapiro-Wilk test statistic.

<table>
<thead>
<tr>
<th></th>
<th>Brussels</th>
<th>Greifswald</th>
<th>Prague</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>45.6</td>
<td>49.4</td>
<td>58.4</td>
</tr>
<tr>
<td>SD</td>
<td>51.2</td>
<td>51.4</td>
<td>51.7</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.24</td>
<td>-0.12</td>
<td>-0.74</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.19</td>
<td>-0.57</td>
<td>-0.10</td>
</tr>
<tr>
<td>W</td>
<td>0.94</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>p value</td>
<td>0.290</td>
<td>0.722</td>
<td>0.246</td>
</tr>
</tbody>
</table>

Conclusion

This study showed that federated learning is feasible for machine learning research on MR images in an international network of clinical MS centers, setting the stage for the creation of better models for decoding cognition from MRI in MS while mitigating data sharing.
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Code availability

In order to support future FL projects, after curation of our code, we plan to make it available in the GitHub repository of our lab, the Artificial Intelligence-supported Modelling in clinical Sciences (AIMS) of the Vrije Universiteit Brussel (VUB).
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