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Outliers 

We excluded the datapoints (all measures of the timepoint) of all participants with measures 

deviating from the mean by 3SD for our core variables (LSNS-score, adjusted hippocampal 

volume, cognitive functions). In case of TICS-score deviations by 3SD we replaced the values 

with “NA” and hence did not include them in mediation analyses.   

Considering confounders, highly implausible values (+/- 4 SD) for CES-D-score or BMI were 

treated as missing datapoints and we replaced them with values imputed according to our 

imputation plans listed below in order not to overly reduce the sample size. 

All outlier analyses were conducted separately for baseline and follow-up measurements. 

Imputation 

The data on the control variables education, BMI, diabetes, hypertension, age, and gender 

were complete or mostly complete. Henceforth, we could impute missing datapoints without 

inducing severe bias by using the sample mean for continuous variables or values drawn from 

a distribution determined by the existing data for categorical variables. 

However, CES-D-scores were an exception amongst our control variables because the 

questionnaires often missed a single or a few items. As suggested by Bono et al., we imputed 

up to 4 missing items per participant using the person mean(1). Similarly, we imputed up to 

one item in the LSNS and up to six items in the TICS using the mean. 

If results from one of the cognitive tests required to calculate a composite score for a 

cognitive function was missing, we calculated the score based on the average performance in 

the remainder of available tests contributing to the composite score, if at least two tests were 

available.  

 

Families of tests 

 

The LMEs with hippocampal volume and the cognitive functions as dependent variables form 

one large family except for models regressing on the interaction of baseline LSNS and change 

in LSNS. In each family, we separately corrected model one and model two analyses resulting 

in two families of twelve tests. Additionally, we FDR-corrected each individual whole brain 

analysis using the sided two-stage adaptive FDR-correction in the FreeSurfer-toolbox.(66) All 

other analyses and the whole brain analyses were considered to be exploratory and must be 

evaluated as such. 

  

Simulation Studies 

Although it is sometimes claimed that Bayesian Statistics do not require any multiplicity 

control(2), we do not believe that this is the case in our study. A truly Bayesian approach 

would require researchers to adjust the priors to all other tests with non-independent 

hypotheses or datasets(3). This is hardly feasible and hence, in practice, Bayesian statistics are 

usually employed without taking all dependencies into account and their results are measured 

against thresholds similar to those of frequentist statistics. Sup. 20 shows how this results in 

an increasing familywise error rate (FWER) with an increasing number of tests in both 

Bayesian and frequentist statistics using an example from Keysers et al.(4). De Jong has 

provided a solution for this problem for ANOVAs that has been implemented in the JASP 



software(5) but there is still a great lack of available tools for researchers using other 

statistical methods. Henceforth, we decided to conduct a simulation study to find a Bayes 

Factor threshold adjustment that should control our FWER similar to α-adjustments in 

frequentist statistics. 

To find the expected number of false positives for a given number of tests and threshold, we 

replaced the variables for baseline social isolation and change in social isolation with random 

normally distributed values with the same SD and kept the original dataset otherwise 

untouched. Then we calculated our 24 LMEs belonging to the families of tests with the 

modified dataset and repeated this process 42 times. At a BF threshold of 3, 14 of the 1008 

tests were false positives and 881 were detected as true negatives. Sup. 21 shows a histogram 

of the resulting Bayes Factors. The study suggests that for the family size of twelve tests in 

our study a threshold of about 10.75 would ensure a FWER below 5%. Sup. 22 gives an 

overview of the false positives and FWERs.  

Furthermore, we wanted to see how this threshold adjustment would affect the power of our 

study. For this simulation study we generated a dataset that closely resembles the actual 

dataset but has different regression coefficients for baseline social isolation and change in 

social isolation. Instead of the actual coefficients we set the effect size per point on the LSNS 

to 0.1, 0.2 or 0.5 years of baseline age. We simulated a dataset and calculated a Bayes Factor 

for each model and each effect size. As we only calculated the LMEs without interaction 

terms for reasons of simplicity this resulted in a number of 48 Bayes Factors from simulated 

data for each of our 13 runs totalling 624 tests. While our power for the smallest effect sizes 

was generally small (<10%), it was 85.6% for baseline social isolation with an effect size of 

half a year of baseline age. Increasing the threshold to 10.75 would not substantially decrease 

it (81.7%). Sups. 18 and 19 provide an overview of the percentages of false negatives and true 

positives using the thresholds 3 and 10.75.        

Deviations from our Preregistration 

For the most part, we stuck closely to our preregistered plan in this study but departed from it 

at some points for different reasons. 

We used the function qvalue instead of p.adjust for the FDR correction for the simple reason 

that it provides us with a more comprehensive output. As we set the argument pi to 1, qvalue 

is equivalent to the classic procedure(6). 

We originally intended to first perform a full-null model comparison using an anova and only 

follow this up with the function drop1 in case of a significant value for the respective 

predictor of interest. Our intention was to avoid any multiplicity problems due to testing all 

predictors. Using the scope argument of drop1 solved the problem more parsimoniously. 

Our plan to exclude participants with two or more lesions in their MRI was the result of an 

internal equivocation regarding the meaning of an abbreviation. We excluded participants 

based on the type of lesions but not based on lesion count.  

Lastly, we changed from the term sex to gender as it seems more appropriate. 

Reflexivity 

Reflexivity, a sensitivity to and acknowledgment of the ways in which scientists shape the 

collected data and research findings, is an established hallmark of scientific rigour in 



qualitative research(7,8). The challenges addressed by reflexivity are perhaps more 

pronounced in but by no means exclusive to qualitative studies. Nevertheless, (at least in an 

openly conducted form) it is largely absent from quantitative studies(9). Methodological 

reforms in quantitative research like preregistrations and registered reports(10,11) are 

valuable tools to limit the researchers’ potential to make data fit their prior assumptions but 

their scope is limited. They do not address some of the most fundamental issues in 

epidemiology: Which analogies are used to make sense of the data, which questions are being 

raised and answered and which theories are chosen to explain phenomena(12)? Disclosing 

personal characteristics, researchers’ values and positionality relative to the object of 

research(13) thus helps readers assess a study and its findings more thoroughly. Additionally, 

an external evaluation of the presence and prevalence of non-empirical decision vectors(14) in 

a field of research can be greatly facilitated. Furthermore, as Stephen J. Gould has put it: “It is 

dangerous for a scholar even to imagine that he might attain complete neutrality, for then one 

stops being vigilant about personal preferences and their influences – and then one truly falls 

victim to the dictates of prejudice.”(15)          

Henceforth, I, as the first author, want to expand this study by a brief reflection on influences 

that might have played a role in the formation of this study. I am a medical doctoral student 

with no prior experience in research and conducted this study as the centrepiece of my 

planned dissertation. Thus, I entered this project with little prior knowledge. I believe that this 

both made me more flexible and restricted in my choices. On the one hand I was not 

dedicated to any specific research programme or topic, but on the other hand my reliance on 

the advice and support from more senior researchers made me emulate their work and 

methods in many aspects. Further, my worldview has probably made me tend to 

epidemiological theories (social epidemiology, eco-social theory)(16,17) broader than the 

study of lifestyle-factors and hence made me choose social isolation as my research topic. A 

further characteristic that might be of interest to readers, is that during the course of the 

research, two of my relatives struggled with dementia. Ultimately, this reflexivity is 

inherently limited, as the use of secondary data precludes me from reflecting on the pivotal 

processes of data acquisition and participant recruitment.    
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Directed acyclic graphs demonstrating the theoretical underpinnings of model 1 and 2. 
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In model 1 the additional risk factors are assumed to be mediators and do not have to be controlled for. In model 2 they are

assumed to be confounders. Therefore, they have to be controlled for.  

Model 1 Model 2
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Simplified plot of the bivariate latent change score models 

 

 

 

LSNS, Lubben Social Network Scale; HCV, hippocampal volume; BL, baseline; FU, follow-

up; Δ, change in 

The blue arrows show our paths of interest. 
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Supplement 21 

Histogram of BFs with randomly simulated values for our predictors of interest. 

 

The red lines show the traditional thresholds at 1/3 and 3. 
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