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Abstract

The time dependent SIR model is extended to simulate infection across spatial boundaries. We used New Jersey data as an example to test the extended SIR model. Infection from neighboring counties are modelled by connectivity matrix where each pair of neighboring counties has an element in the connectivity matrix. The magnitude of this matrix element represents the degree to which the infected from one county can affect the susceptible in one of its neighboring counties. Simulated result from the extended spatial SIR model is compared with observed new COVID-19 cases measured in the 21 counties in New Jersey. The extended model has to solve 84 simulated functions simultaneously and the large number of parameters involved in the spatial SIR model are auto tuned using genetic algorithm.
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1 Introduction

SIR model [1] [2] has been used extensively in modelling COVID-19 [3] [4] [5] [6] [7] [8], [9]. Most of the work focus on comparing the measured and simulated new cases and evaluating the effect of vaccination and quarantine effect. The primitive SIR model has three groups of population that are coupled with each other: susceptible, infected and recovered. Work done by [5] has expanded the SIR model to include mortality effect due to the more dangerous nature of COVID-19.

An aspect of COVID-19 modelling that has not been extensively studied is how it can spatially spread from countries to countries, states to states, and cities to cities. This is due to the formulation of the primitive and extended SIR model being differential equations with time dependence only [1] [10]. Studies investigating spatial transmission focus on observations [11], [12], [13]. Few work [14] focuses on modelling spatial transmissions of COVID-19.

To model the spatial spread of COVID-19 across area boundaries, we extend the ordinary differential equations to partial differential equations to include a spatial diffusion term due to uneven proportion of infection across spatial boundaries. The SIR populations of neighboring spatial regions are coupled through the diffusion term. In such an approach, the SIR populations are functions of both time and space. These functions are solved from the set of partial differential equations.

In this study, we present how a spatially connected SIR model is used to model the COVID-19 cases observed in the 21 counties in New Jer-
sey, US. We also discuss how genetic algorithm is used to guide the auto tuning process for the large number of parameters involved in the equations to find the solution of the spatially connected SIR model equations.

## 2 SIR Model with spatial connection

We start with the extended SIR model [5] for a single spatial location.

\[
\begin{align*}
ds(t) &= -\beta si - \lambda(t)s \quad (1) \\
di(t) &= \beta si - \gamma i - \alpha i \\
dr(t) &= \gamma i + \lambda(t)s \\
dm(t) &= \alpha i
\end{align*}
\]

where \( c \) represents diffusion rate in between connected spatial regions and \( s \nabla^2 i \) is the coupled term representing rate of change in infection due to difference in infection proportion in population between the spatial location and its neighboring locations.

Because of the discrete nature of spatial locations that have been artificially designated, e.g. countries, states, and counties. The spatial connection term \( cs \nabla^2 i \) can be represented using matrix approach. Each matrix element describes connectivity between spatial regions that can affect each other.

To make things more concrete, we applied the extended model in New Jersey that has 21 counties. The connectivity matrix therefore has 21 by 21 elements. But not all elements has non-zero values. In this work, only counties neighboring each other has a non-zero element in the matrix representation. Ignoring exchange of infected population from outside of New Jersey, we use 84 functions to represent the \( s, i, r, m \) variables for 21 counties in New Jersey. We discretize the equations into the following form,
3 Auto tuning SIR parameters

Due to the large number of parameters involved in the 84 differential equations including the elements of the connection matrix, it is not feasible to manually adjust all the parameters involved. We adopt the same approach in [6] to use genetic algorithm to auto tune the following parameters, $\alpha, \beta, \gamma, \lambda, \text{shift}, c_{j,k}$ for each county in New Jersey.

First we define the residual function as

$$R = \sum_{k=1}^{N} \sum_{u=1}^{U} (\text{newcase}(k,u) - \text{newcase}(k,u)')^2$$

where $k$ represents the county, $u$ represent the number of days from pandemic outbreak, newcase($k,u$) is from observation, and newcase($k,u$)' is from model simulation.

Our goal is to minimize the function such that simulation can match the observation as close as possible. To minimize the residual, we will fine tune all the parameters used in SIR model through genetic algorithm.

The models is set up to start with an initial set of parameters for all the counties shown in Table 1.

During each iteration, the parameters are mutated (updated) randomly (Equation 15) to...

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1e-6</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.1/14</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.05</td>
</tr>
<tr>
<td>$c_{j,k}$</td>
<td>0.05</td>
</tr>
<tr>
<td>shift</td>
<td>90 (days)</td>
</tr>
</tbody>
</table>
130 \[ x' = x(1 \pm \delta_0 e^{-\frac{n}{N}}) \] (15)

where \( x' \) is the new genetic code which could be any of the parameters used in the simulation; \( x \) is the current genetic code; \( \delta_0 \) is the seed of mutation; \( e^{-\frac{n}{N}} \) is the decay term that reduces the magnitude of mutation over time.

After each iteration of simulation for 180 days after the onset of COVID-19 in New Jersey, the simulated new cases is used in the residual function. If the residual decreases (Figure 1), the mutated genetic code replaces the previous genetic code. Otherwise, the mutated genetic code is discarded and the previous code is used to start a new iteration of simulation.

This process allows the algorithm to harness the computing power of the computers and slowly but surely the residual decreases over generations of genetic mutation as shown in Figure 1. The decrease in residual means better agreement between simulated model result compared with observations.

4 Result

Using the SIR model, it is possible to use differential equations and a genetic algorithm to simulate the propagation of a virus. The generated curves, after going through many rounds of optimizations by the genetic algorithm, are able to closely match the data provided by Johns Hopkins for the number of cases in each county every day.

The observed new cases tend to fluctuate significantly (Figure 4) which creates difficulty for the residual calculation. Because the residual...
calculation uses the difference between observed daily new cases and predicted daily new cases, the fluctuation in the observed new cases can deviate from the smooth predicted curve significantly and artificially increase the residual. Therefore a rolling average smoothing is applied to the observed new cases data points to reduce such artificial cause of residual difference. Another benefit of smoothing the observed daily new cases helps to remove outliers, such as a day with 0 recorded cases among days with hundreds of them. Removing such outliers also reduces calculated residual.

The genetic algorithm is able to create a simulated virus propagation curve for new cases each day and optimize it to match the number of new cases for each county as closely as possible. The degree to which they match is measured by the residual. The smaller the residual the better the agreement between the observation and the prediction. Residual between observation and prediction for the first 200 trials in Figure 1.

To reach good agreement between observation and prediction, large number of iterations (generations of mutation) is needed. Figure 2 shows how the observed (blue) matches the numerical prediction (red) after 4000 iterations.

Counties with large observed new cases tend to show good agreement between observation and prediction such as Hudson (Figure 2) and Passaic (Figure 3). Table 2 and Table 3 show the parameters generated from genetic algorithm used to produce the close agreement for those two counties. These numbers can be compared with Table 1 to examine how the parameters have evolved by minimization of the residual through genetic algorithm.

5 Discussion

The new case patterns in the 21 counties of New Jersey since the onset of the COVID-19 pandemic are modelled by solving discrete differential equations coupled through a connectivity matrix to simulate spatial connection. The
Table 3: Values of genetic variables for Passaic County after solving

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>8.2967e-07</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.7601</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.0063</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0462</td>
</tr>
<tr>
<td>Bergen Affecting Passaic</td>
<td>0.0379</td>
</tr>
<tr>
<td>Essex Affecting Passaic</td>
<td>0.0410</td>
</tr>
<tr>
<td>Morris Affecting Passaic</td>
<td>0.0407</td>
</tr>
<tr>
<td>Sussex Affecting Passaic</td>
<td>0.0318</td>
</tr>
<tr>
<td>shift</td>
<td>85 (days)</td>
</tr>
</tbody>
</table>

One noticeable artifact of the genetic algorithm is that it prioritizes optimizations for counties with higher numbers of cases, since this optimization will lower the residual more dramatically. However, this neglects optimizations on counties with fewer cases. To alleviate this, we separated each county into one of three tiers, which each tier corresponding to a range of cases. By allowing the genetic algorithm to optimize counties within each tier separately, it is able to first focus on counties with high cases and then work separately on counties with fewer cases.

Another problem with the genetic algorithm is its inability to lower the residual past a certain point. Once it reaches this point, further generations will create residuals that hover around approximately the same value. For our study with the 21 counties in NJ, this happens around $2 \times 10^7$. This suggests a local stationary point in the space spanned by the parameters used by the algorithm dominated by the high new cases numbers from certain counties such as Passaic (Figure 3).

The genetic algorithm is sometimes unable to change the variables enough to lower the residual drastically, requiring human intervention. We may have to manually change certain variables for certain counties to get their graphs to match with provided data. However, ideally we would never have to intervene and the algorithm would process everything automatically, because human intervention can disrupt the results of other counties due to the spatial connection aspect we implemented. This makes the experiment less applicable to the natural situation of the propagation of a virus.

Figure 4: The genetic algorithm (red) has not optimized the residual for Hunterdon County well because it has very few cases (at max 40 per day). Also note the importance of smoothing the data to remove outliers with 0 cases.
The spatial connection aspect that was implemented works quite well. Counties that are directly adjacent to others with large proportions of cases tend to also have larger proportions of cases, simulating infected people who traveled between the counties. However, it is still not perfect, as certain counties seemed to be unaffected by neighboring counties, even with drastic changes in the spatial coefficient that affects the number of people traveling between them. This is most pronounced in counties with lower population, as the genetic algorithm tends to favor counties with higher population even within each population tier in our tiered model.

With more optimizations in code and a better understanding of initial variables, better results may be produced. This method allows for great flexibility, such as changes in government regulations, because they can be reflected by simply changing a variable. Now, it is important to quantify the effect of changes in human behavior versus the change in the variables. With better insight into human behavior in the virus, it becomes possible to roughly estimate the impact of a virus in the future, and plans can be made accordingly.
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