Predicting Infection-related Consultations on Intensive Care Units - Development of a Machine Learning Prediction Model
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Abstract

Objectives: Infection-related consultations on intensive care units (ICU) build an important cornerstone in the care for critically ill patients with (suspected) infections. The positive impact of consultations on quality of care and clinical outcome has previously been demonstrated. However, timing is essential and to date consultations are typically event-triggered and reactive. Here, we investigate a proactive approach by predicting infection-related consultations using machine learning models and routine electronic health records (EHR).

Methods: We used data from a mixed ICU at a large academic tertiary care hospital including 9684 admissions. EHR data comprised demographics, laboratory results, point-of-care tests, vital signs, line placements, and prescriptions. Consultations were performed by clinical microbiologists. The predicted target outcome (occurrence of a consultation) was modelled using random forest (RF), gradient boosting machines (RF), and long short-term memory neural networks (LSTM).

Results: Overall, 7.8 % of all admission received a consultation. Time-sensitive modelling approaches and increasing numbers of patient features (parameters) performed better than static approaches in predicting infection-related consultations at the ICU. Splitting a patient
admission into eight-hour intervals and using LSTM resulted in the accurate prediction of consultations up to eight hours in advance with an area under the receiver operator curve of 0.921 and an area under precision recall curve of 0.673.

Conclusion: We could successfully predict of infection-related consultations on an ICU up to eight hours in advance, even without using classical triggers, such as (interim) microbiology reports. Predicting this key event can potentially streamline ICU and consultant workflows and improve care and outcome for critically ill patients with (suspected) infections.
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Introduction

Intensive care units (ICU) are hospital departments where very complex care is delivered. This complexity unfolds on multiple levels. Foremost, on the medical level, ICUs are designed for the most severely ill patients. This requires advanced medical technology for interventions, e.g. mechanical ventilation and continuous patient monitoring. The complexity in patient care is furthermore increased by the possibility that the patient’s status can quickly deteriorate. This requires prompt actions, such as the immediate administration of fluids and antimicrobials within the first hour in suspected sepsis patients [1]. On the organizational level, highly skilled ICU personnel are needed to run these units and to care for patients in continuously rotating shifts. In addition, external specialists come to the ICU for consultations. For patients with a (suspected) infection additional input on clinical microbiology, infectious diseases (ID), or antimicrobial stewardship is usually consultation-based.

The positive impact of infection-related consultations on patient care and outcome has been shown in several scenarios. A systematic review and meta-analysis of observational studies demonstrated an improvement of quality of care and reduction of mortality in patients with Staphylococcus aureus bacteraemia through infection-related consultations [2]. Face-to-face/bedside visits showed an improved quality of care for bacteraemic patients compared to phone-based consultations alone [3,4]. Consultations in a face-to-face or handshake approach were also found to be positively associated with quality of care in antimicrobial stewardship studies [5,6]. However, the optimal timing and trigger for infection-related
consultations are difficult to set. Most often triggers for consultation are event-based (e.g., positive culture or clinical events) or at fixed time points as in the examples above.

The health state of ICU patients can change rapidly and substantially. Thus, rapid and flexible interventions are required which also includes infection-related consultations. In non-ICU patients, these requirements are much less applicable and consequently routine consultations at predefined time points are easier to implement. For ICU patients with a (suspected) infection, infection-related consultations can be initiated in different ways: i) identification of a need for a consultation by the ICU team followed by contacting the specialist (scheduled or urgent consultation); ii) identification of a need for a consultation in the microbiological laboratory, e.g. isolation of a multi-drug resistant pathogen from a patient’s specimen and notification of the respective specialist; iii) by-catch of a patient in need for consultation during an already ongoing consultation round; iv) routine monitoring of newly admitted patients by a clinical microbiologist/ID specialist. The timeliness of a consultation is a key element of high-quality consultations [7]. This can be supported and improved through process automation. Automatic notification from the microbiology laboratory to trigger ID consultations can result in a significantly decreased delay to consultation and improved quality of care [8,9]. However, while a laboratory-based approach is usually easy to implement and already part of the routine in many settings, automating the identification of patients in need of a consultation on the ICU side is more challenging.

The identification of a need for a consultation by the ICU team is based on a plethora of available information. A patient’s history, lab results, vital signs, clinical examination, clinical risk scores, and the patient’s development over time produce large amounts of data points. All of this information is taken into account by the ICU team with their expertise and experience for any clinical decision-making process. The framework of this process and its complexity is under research and the list above is far from complete [10–13]. On average intensivists make 8.9 decisions per patient per day [12]. The decision to initiate an external, infection-related consultation could, for a simplified example, be driven by several combined factors: changes in infection-related lab results such as an increase in C-reactive protein (CRP); deteriorating vital signs (e.g. increase in heart rate and decrease in blood pressure); infection-suspected results in imaging (e.g. pulmonary infiltrates in chest x-ray images); and the lack of a (timely) response to administered antimicrobial therapy. While individual clinical reasoning of ICU team members is more difficult to store in electronic health records (EHR), large numbers of data points, such as the example above, are generated at ICUs every second. This data could be used to automate, inform, and support the process of notification and triggering of infection-related consultations.
Machine learning, statistical tools to identify patterns in large amounts of data, could be ideally suited for the task to support the triggering of infection-related consultations. The use of machine learning in infectious diseases and microbiology is increasing, covers a wide range of infection-related aspects, and is often based on ICU data [14,15]. A potential utility of machine learning was established for detecting bacteraemia and sepsis or post-surgery complications [14,15]. However, the notification, initiation, or triggering of infection-related consultations has not yet been the subject of machine learning research. Therefore, this study aimed at identifying and predicting the need for an infection-related consultation in ICU patients by developing a machine learning model using data routinely collected in the EHR.

Methods

Study setting

This study was performed at the University Medical Center Groningen (UMCG), a 1,339-bed academic tertiary care hospital in the North of the Netherlands. Ethical approval was obtained from the institutional review board of the UMCG and informed consent was waived due to the retrospective observational nature of the study (METc 2018/081). The study included patients admitted to the 42-bed multidisciplinary adult ICU at the UMCG between March 3, 2014 and December 2, 2017, based on the use and database availability of the local EHR system during this time. Patients were included in this study if they were registered in this EHR system, did not object to their use of data in the UMCG objection registry, and were at least 18 years old at the time of ICU admission. All patient data was anonymised before analysis. The study design including the data processing is shown in Figure 1.
Figure 1. Study design and data processing for three different data sources (hospital database, ICU database, and microbiology database). Of note: (interim) microbiology reports from were not included in the modelling process. Standard data cleaning processes are not shown.
Infection-related consultations

Consultations analysed in this study were performed by clinical microbiologists and ID specialists of the local Department of Medical Microbiology and Infection Prevention. The department is responsible for all microbiological services and hospital hygiene at the UMCG and offers a full spectrum of state-of-the-art diagnostic procedures for rapid, precise, and patient-specific diagnosis of infections. The department provides consulting assistance to the ICU in the form of a dedicated clinical microbiologist with 24/7 availability. Consultations at the ICU were triggered through different ways: 1) clinically-triggered by request from intensivists, 2) laboratory-triggered by pertinent diagnostic findings, or 3) by regular in-person participation in clinical rounds at the ICU which can also result in proactive by-catch consultations. In addition, the clinical microbiologist in charge attends the daily ICU multidisciplinary patient board. All consultations are recorded in the local database at the Department of Medical Microbiology and Infection Prevention.

Data extraction and processing

Data was extracted from local EHR systems (Figure 1). The ICU EHR system comprised 1,909 raw features (parameters) covering all laboratory results, point-of-care test results, vital signs, line placements, and prescriptions. Demographic and administrative patient information was extracted from an administrative hospital database. Microbiological data, consultation notes, and consultation timestamps per patient were obtained from the laboratory information system (LIS) at the Department of Medical Microbiology and Infection Control. All data were cleaned to remove duplicates, extract numeric values coded in text, and standardise time stamps where appropriate.

Laboratory and point-of-care test results were included if at least one data point per feature was available in at least 30% of all patient admissions. This resulted in 121 features. Numeric features were cleaned to exclude physiologically impossible values, which typically indicated faulty tests or missing test specimens. All feature timestamps were available at the minute level. For numeric features the mean per minute was taken if more than one data point per minute was available. No double entries per minute were observed for categorical values. Categorical values indicating missing specimen or other error messages (e.g. “wrong material sent”) were transformed to missing values. Features were recoded to indicate if values fell in between feature-specific reference ranges based on available, local reference values.
Raw vital signs were cleaned for physiologically impossible values (e.g. systolic arterial blood pressure smaller than diastolic arterial blood pressure), which usually indicated faulty measurements (e.g. through kinked lines). Line placement data was transformed to a binary feature indicating the presence or absence of an intravenous or arterial line per minute and line type. Prescription data were filtered to include prescriptions of the categories: antimicrobials (identified through agent specific codes in the EHR), blood products, circulatory/diuresis, colloids, crystalloids, haemostasis, inhalation, cardiopulmonary resuscitation, and sedatives. Selective digestive decontamination (SDD) is a standard procedure in our hospital and was thus indicated by a distinct variable to avoid confusion with antimicrobial agents for other purposes [16]. All prescriptions were transformed to binary features indicating the presence of a prescription per minute, agent, and type of administration. Additional binary features were introduced indicating the presence of a prescription per prescription category and type of administration.

Missing values were filled with the last available data point. This carry-forward imputation process was used to mimic common physician’s behaviour. Remaining missing numeric values were imputed using the median of the feature’s overall distribution. Near zero variance predictors (features not showing a significant variance) were dropped from the dataset at a ratio of 95/5 for the most common to the second most common value. All data were merged per minute of ICU stay. Each patient’s stay was treated as an independent stay but a readmission feature was introduced.

Consultation data included time stamps of clinical microbiology consultations for patients admitted to the ICU. Consultation notes were available but discarded for this study. The type of consultation (i.e. via phone or in person) was not available. Data was filtered to identify the first consultation time stamp per patient and admission. This point in time formed the targeted outcome of this study. The final dataset used in the modelling process comprised 105 features (see Appendix 1).

Cohort investigation

Descriptive analyses were stratified by consultation status (consultation vs. no consultation). Baseline patient characteristics were assessed and compared with Fisher’s exact test for categorical features and Student’s t-test for continuous features. Logistic regression was used to create an explanatory model for clinical microbiology consultations using the baseline features. Odds ratio with 95% confidence interval were used in the results presentation.
Modelling process

Three different modelling approaches were used and evaluated in this study to predict an ICU patient receiving a clinical microbiology consultation. The first approach (at-the-door model) was applied using patient features available at the time of admission: gender, age, body mass index, weekend admission, mechanical ventilation at admission, sending speciality, planned admission, readmission, and admission via the operation room. Random forest (RF) and gradient boosting machines (GBM) were used to model the occurrence of a consultation.

The second modelling approach (collapsed model) also used RF and GBM and additional procedural features such as the presence of medication, lines, or performed diagnostics (see Appendix 1). Data was aggregated taking the mean and the standard deviation over the available time series to predict the target event (consultation). Both approaches applied a 80-20 split to the dataset to generate the training and test set. 10-fold cross validation was used to select the optimal hyperparameters of the models. The final performance was evaluated against the held-out test set.

The third approach used a long short-term memory neural network (LSTM) to model the target outcome (time-series model). LSTM is an artificial recurrent neural network with the advantage to include memory and feedback into the model architecture. This time-aware nature (and its similarity to clinical reasoning) in addition to previous reports on the beneficial use of LSTM in the field of infection management with EHR built the background for the choice of this methodology [17–19]. Using an LSTM brings the advantages that the data did not need to be collapsed to be used in the model but all available information could be used without the need for additional feature pre-processing. The LSTM model also included all available features including vital signs (see Appendix 1). For the LSTM model a 60-20-20 split to the data was applied with 60% of the data used for training, 20% for selecting the hyperparameters, and 20% for testing and reporting the model final model performance.

Model performances were evaluated and compared using the area under the receiver operator curve (AUROC) and the area under the precision recall curve (AUPRC).

All data processing and analyses were performed using tidyverse in R and numpy, pandas, caret, scikit-learn, keras, and tensorflow in Python [20,21]. The data is registered in the Groningen Data Catalogue (https://groningendatacatalogus.nl). The study followed the
Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) statement [22].

Results

Patient population
In total, 8 270 unique patients and 9 684 admission were included in the study (Table 1).

Table 1. Patient characteristics

<table>
<thead>
<tr>
<th></th>
<th>Consultation (N=759)</th>
<th>No consultation (N=8925)</th>
<th>Total (N=9684)</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.762</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>290 (38.2%)</td>
<td>3459 (38.8%)</td>
<td>3749 (38.7%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>469 (61.8%)</td>
<td>5464 (61.2%)</td>
<td>5933 (61.3%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age at admission</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.022</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>61.7 (14.6)</td>
<td>60.3 (15.3)</td>
<td>60.4 (15.3)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>19 - 92</td>
<td>18 - 101</td>
<td>18 - 101</td>
<td></td>
</tr>
<tr>
<td><strong>Readmission</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>656 (86.4%)</td>
<td>8249 (92.4%)</td>
<td>8905 (92.0%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>103 (13.6%)</td>
<td>674 (7.6%)</td>
<td>777 (8.0%)</td>
<td></td>
</tr>
<tr>
<td><strong>Admission via operation room</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Not via OR</td>
<td>508 (66.9%)</td>
<td>3181 (35.7%)</td>
<td>3689 (38.1%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Via OR</td>
<td>Planned admission</td>
<td>Missing</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td><strong>Via OR</strong></td>
<td>251 (33.1%)</td>
<td>5741 (64.3%)</td>
<td>5992 (61.9%)</td>
<td></td>
</tr>
<tr>
<td><strong>Planned admission</strong></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
<td></td>
</tr>
<tr>
<td><strong>Missing</strong></td>
<td>0</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>No</strong></td>
<td>635 (83.7%)</td>
<td>4343 (48.7%)</td>
<td>4978 (51.4%)</td>
<td></td>
</tr>
<tr>
<td><strong>Yes</strong></td>
<td>124 (16.3%)</td>
<td>4579 (51.3%)</td>
<td>4703 (48.6%)</td>
<td></td>
</tr>
<tr>
<td><strong>Length of ICU stay (days)</strong></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
<td></td>
</tr>
<tr>
<td><strong>Mean (SD)</strong></td>
<td>9.0 (10.7)</td>
<td>3.6 (5.4)</td>
<td>4.0 (6.156)</td>
<td></td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>5</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Range</strong></td>
<td>1 - 119</td>
<td>1 - 96</td>
<td>1 - 119</td>
<td></td>
</tr>
<tr>
<td><strong>Hospital mortality (ICU)</strong></td>
<td></td>
<td></td>
<td>&lt; 0.001</td>
<td></td>
</tr>
<tr>
<td><strong>died</strong></td>
<td>348 (45.8%)</td>
<td>365 (4.1%)</td>
<td>713 (7.4%)</td>
<td></td>
</tr>
<tr>
<td><strong>survived</strong></td>
<td>411 (54.2%)</td>
<td>8560 (95.9%)</td>
<td>8971 (92.6%)</td>
<td></td>
</tr>
</tbody>
</table>

*) Comparing consultation vs. no consultation; Fisher’s exact test for categorical features; Student’s t-test for continuous features

Consultations

The proportion of patients with a consultation did not show a significant trend over time and was centred around the mean of 7.9% (SD: 1.4) of all patients over all quarters of the study period (Figure 2). An explanatory multiple logistic regression analysis using available basic patient and administrative features was performed to identify characteristic of the consultation cohort. Several features showed a significant positive association with consultations: age, mechanical ventilation at ICU admission, and readmission (Table 2). A significant negative association with consultations was found for admission via the operation room and planned admissions.
Figure 2. Proportion of admissions with a clinical microbiology consultation per quarter. No significant change in trend line (dashed) with 95% confidence interval (grey) using a linear regression model.

Table 2. Multiple logistic regression model for clinical microbiology consultations at the ICU

<table>
<thead>
<tr>
<th>Variable</th>
<th>Univariate analysis</th>
<th>Multivariate analysis*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>p-value</td>
</tr>
<tr>
<td>Weekend admission</td>
<td>1.66 (1.38-1.99)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>reference</td>
<td>N/A</td>
</tr>
<tr>
<td>male</td>
<td>1.02 (0.88-1.19)</td>
<td>0.757</td>
</tr>
<tr>
<td>Age (years)</td>
<td>1.01 (1.00-1.01)</td>
<td>0.022</td>
</tr>
<tr>
<td>Mechanical ventilation at ICU admission</td>
<td>1.24 (1.07-1.45)</td>
<td>0.004</td>
</tr>
<tr>
<td>Readmission</td>
<td>1.92 (1.53-2.39)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Admission via operation room</td>
<td>0.27 (0.23-0.32)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Planned admission</td>
<td>0.19 (0.19-0.22)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

OR = Odds Ratio, CI = Confidence Interval

*) Adjusted for all variables presented in the table

In patients receiving a clinical microbiology consultation, a significant difference in proportion of weekend admissions and weekend consultations could be observed in univariate analysis (p < 0.001) (see also Figure 3).
Predicting consultations

The developed prediction models targeted at predicting a consultation reached moderate to high diagnostic accuracy (AUROC range: 0.698-0.922) depending on the underlying concept, available features, and the applied model technique (Table 3). Model performance increased with the number of available features (at-the-door < collapsed < time-series). Using the same set of features in the at-the-door concept, RF and GBM performed similarly with an AUROC of 0.716 and 0.698, respectively. Similar performance differences were found for RF and GBM using additional features in the collapsed concept but AUROC and AUPRC results improved compared to the at-the-door models (AUROC for RF models: 0.716 vs. 0.873). Best performance was found using LSTM with all available features (time-series concept) and time-aware data aggregation (AUROC: 0.922; AUPRC: 0.675).

Table 3. Model performances

<table>
<thead>
<tr>
<th>Concept</th>
<th>Algorithm</th>
<th>Features (n)</th>
<th>AUROC (mean)</th>
<th>AUROC (95% CI)</th>
<th>AUPRC (mean)</th>
<th>AUPRC (95% CI)</th>
</tr>
</thead>
</table>

Figure 3. Proportion of overall admissions and consultations stratified per weekday (weekdays duplicated to display two weeks). The dashed line shows the proportion of patients receiving a consultation among all admissions, stratified per weekday.
Plotting the AUROC revealed the superiority of the LSTM model (Figure 4). The AUROC also demonstrated the importance of the number of available features while the model technique (RF vs. GBM) resulted in similar performances.
Figure 4. Model performance by area under the receiver operator curve (AUROC) for each model predicting a consultation at the ICU. LSTM showed the highest AUROC of 0.921, reflecting the superiority of the time-series approach.

Given the imbalanced dataset of this study, i.e., the majority of admission (92.2%) did not receive a consultation, assessing the AUPRC provides further information on model performance (Figure 5) [23]. The trade-off between precision (or positive predictive value) and recall (or sensitivity) can be observed and model performance can be compared to the baseline (0.078) which reflects the occurrence of consultations in the study cohort. The LSTM model was also identified to be superior in AUPRC metrics.

Figure 5. Model performance by area under the precision recall curve (AUCPR) for each model predicting a consultation at the ICU. The baseline represents the performance of a random classifier and reflects the occurrence of consultations in the study cohort (7.8% of all admissions). LSTM showed the highest AUPRC of 0.675, reflecting the superiority of the time-series approach.

Discussion
This study investigated infection-related consultations (clinical microbiology consultations in this setting) in a cohort of ICU patients and successfully developed a machine learning model for predicting consultations using routine EHR. Early identification of patients requiring a consultation could result in improving optimal allocation and timing of scarce resources, i.e., expert consults, diagnostics, and appropriate antimicrobial treatment. The final model used LSTM, a deep learning technique that can work with time-series data such as EHR. The final dataset comprised 104 features covering demographic, monitoring, procedural, medication, and diagnostic features. The final model performance reached high accuracy with an AUROC of 0.922 and an AUCPR of 0.675.

Infection-related consultations are a relatively rare event for ICU patients and only 7.8% of all admissions in our study cohort received a consultation creating an imbalanced dataset for the target feature. Our cohort included patients that were admitted to the ICU for monitoring purposes, e.g. post-surgery (64.3% in the no-consultation group). These patients typically stay only a short amount of time at the ICU if no complication occurs (median LOS of 2 days in the no-consultation group). Patients with an infection-related consultation also differed significantly from the no-consultation group in age at admission, readmission status, and ICU mortality, thus forming a distinct patient population. The explanatory multiple logistic regression model (Table 2) largely is consistent with empiric clinical reasoning and experience, e.g., the low odds for planned admissions to require a consultation.

Going beyond explanatory modelling by attempting to predict the occurrence of a consultation offers several advantages. Infectious diseases and thus the need for infection-related consultations are highly time-sensitive. Sepsis is one of the most prominent examples often requiring immediate action based on the mere suspicion of sepsis [1]. Initiating diagnostic procedures and adequate treatment, antimicrobial therapy in particular, and the correct and timely ordering of those are essential in the care for critically ill patients. Rapid diagnostics in the (microbiological) laboratory or at point-of-care have evolved greatly over recent years and have the potential to reduce turnaround time substantially, i.e. time from order to clinical action [24,25]. However, technical solutions in the laboratory are costly and do not solve the problem of optimal resource allocation across ICU patients. Potential pre-analytical time gains are often less considered when discussing the concept of rapid diagnostics but the vital aspects of the pre-analytical time and workflow are well established [26]. These considerations also apply to clinical workflows of physicians working in multi-disciplinary teams at the ICU including infection-related consultations. Moreover, our study did not include microbiological data beyond the consultation time stamps and consultations.
were predicted using only routine ICU data. Thus, one useful case scenario of this prediction model could also be the support of (timely) initiations of microbiological diagnostics.

We demonstrated the successful prediction of consultations in a time shift-based approach with a maximum of eight hours in advance. This could support early identification of patients requiring a consultation and support the initiation subsequent clinical steps (e.g., notifying consultants, performing diagnostics). Our incremental approach showed that an at-the-door model with baseline patient characteristics is not sufficient. Although achieving a moderate AUROC, the AUCPR of this model was only little above the baseline in this imbalanced dataset (7.8% of all patients received a consultation). Additional features markedly improved model performance. Using a machine learning technique, LSTM, that can work with time-series data such as EHR was shown to be superior in both AUROC and AUCPR measures. The suitability of LSTM for EHR data was also confirmed in other infection-related studies with similar model performances yet different target events [17–19]. Although model performances are difficult to compare for different outcomes, our results show excellent performance [27]. Moreover, LSTM models offer the advantage of a reduced feature pre-processing necessity.

In clinical practice a time gain of up to eight hours could be beneficial for the patient and all actors involved, intensivists and microbiologists, and help to streamline clinical workflows and allocating resources at the right time for the right patients. The positive impact of infection-related consultations was demonstrated in previous studies as mentioned above [2–6]. First studies on automating consultations also showed promising findings [8,9]. Despite their reactive nature triggered by the occurrence of clinical events, the results pointed towards the feasibility of data-driven consultation workflows. Our proactive approach, i.e., shifting emphasis from reacting to clinical events to predicting an outcome or event, has the potential to bring this to a next level by leveraging existing technology and data.

Our study is subject to limitations. Although we tested our model against a held-out dataset, validation and usability in a real-time scenario need yet to be demonstrated in clinical practice. Machine learning models are known to degrade in performance once deployed and optimal maintenance is important. Our approach might also be affected by this phenomenon. We worked with data that reflect human behaviour (clinical procedures as features, consultation as target outcome). In practice this could influence the model performance as human behaviour might change based on this model’s predictions. In addition, both training and test datasets were used from a single institution and external validation is needed.
However, all features used in the final model are generic features routinely available at ICUs (see Appendix 1). This can facilitate external validation and potential implementation in local EHR systems. Although microbiology reports are also part of routine EHR, they were not included in this study by design. However, the inclusion could yield valuable insights if they influence model performance, which could be explored in future studies. An additional limitation to our approach is the interpretability of the LSTM model. By nature, LSTM and other deep learning techniques do not offer straightforward and interpretable measures such as, for example, feature importance, partial dependence, or individual conditional expectation. If this limitation hinders acceptances by clinicians needs further exploration. We argue that familiarising clinicians with sophisticated machine learning concepts through workflow-centred approaches (e.g., the one presented here) in contrast to more implication-heavy models (e.g., sepsis prediction) could help bridging machine learning technology and development to clinical deployment and acceptance.

Conclusion

This study demonstrated the feasibility of predicting infection-related consultations for ICU patients up to eight hours in advance. Using routine EHR data and applying a LSTM machine learning model resulted in excellent prediction model performance. In a real-life scenario this approach could help to streamline ICU and clinical microbiology workflows, to allocate scarce resources, and to perform timelier diagnostic and therapeutic interventions in a multi-disciplinary manner. Yet, external validation and further research into acceptance of sophisticated machine learning models by intensivists and consultants is needed. In summary, machine learning supported approaches, such as the one presented here, have great potential to further improve patient care and clinical outcome for critically ill patients with (suspected) infections.
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Appendix
## Appendix 1. Features used per concept.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At-the-door</td>
</tr>
<tr>
<td>Admission sending specialty</td>
<td>X</td>
</tr>
<tr>
<td>Weekend admission</td>
<td>X</td>
</tr>
<tr>
<td>Age at admission</td>
<td>X</td>
</tr>
<tr>
<td>Body mass index</td>
<td>X</td>
</tr>
<tr>
<td>Gender</td>
<td>X</td>
</tr>
<tr>
<td>Mechanical ventilation at admission</td>
<td>X</td>
</tr>
<tr>
<td>Planned admission</td>
<td>X</td>
</tr>
<tr>
<td>Readmission</td>
<td>X</td>
</tr>
<tr>
<td>Admission via operation room</td>
<td>X</td>
</tr>
<tr>
<td>Antimicrobials (IV)</td>
<td>X</td>
</tr>
<tr>
<td>Antimicrobials (other)</td>
<td>X</td>
</tr>
<tr>
<td>Antimicrobials (oral)</td>
<td>X</td>
</tr>
<tr>
<td>Arterial line</td>
<td>X</td>
</tr>
<tr>
<td>Central venous catheter</td>
<td>X</td>
</tr>
<tr>
<td>Diuretics (IV)</td>
<td>X</td>
</tr>
<tr>
<td>Diuretics (other)</td>
<td>X</td>
</tr>
<tr>
<td>Diuretics (oral)</td>
<td>X</td>
</tr>
<tr>
<td>Consultation</td>
<td>X</td>
</tr>
<tr>
<td>Crystalloids (infusion)</td>
<td>X</td>
</tr>
<tr>
<td>Crystalloids (IV)</td>
<td>X</td>
</tr>
<tr>
<td>Crystalloids (other)</td>
<td>X</td>
</tr>
<tr>
<td>Culture (blood)</td>
<td>X</td>
</tr>
<tr>
<td>Culture (line tip)</td>
<td>X</td>
</tr>
<tr>
<td>Procedure</td>
<td>X</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---</td>
</tr>
<tr>
<td>Culture (throat)</td>
<td></td>
</tr>
<tr>
<td>Culture (liquor)</td>
<td></td>
</tr>
<tr>
<td>Culture (nose, throat, perineum)</td>
<td></td>
</tr>
<tr>
<td>Culture (nose, perineum)</td>
<td></td>
</tr>
<tr>
<td>Culture (rectum)</td>
<td></td>
</tr>
<tr>
<td>Culture (sputum)</td>
<td></td>
</tr>
<tr>
<td>Culture (urine)</td>
<td></td>
</tr>
<tr>
<td>Dialysis catheter</td>
<td></td>
</tr>
<tr>
<td>Duodenal tube</td>
<td></td>
</tr>
<tr>
<td>Haemostatic agents (oral or subcutaneous)</td>
<td></td>
</tr>
<tr>
<td>Inhalative agents</td>
<td></td>
</tr>
<tr>
<td>Gastric tube (14ch)</td>
<td></td>
</tr>
<tr>
<td>Gastric tube (16ch)</td>
<td></td>
</tr>
<tr>
<td>Pacemaker wires</td>
<td></td>
</tr>
<tr>
<td>Peripheral line (14g)</td>
<td></td>
</tr>
<tr>
<td>Peripheral line (16g)</td>
<td></td>
</tr>
<tr>
<td>Peripheral line (18g)</td>
<td></td>
</tr>
<tr>
<td>Peripheral line (20g)</td>
<td></td>
</tr>
<tr>
<td>Peripheral line (22g)</td>
<td></td>
</tr>
<tr>
<td>Selective digestive decontamination</td>
<td></td>
</tr>
<tr>
<td>Sedatives/analgesics (IV)</td>
<td></td>
</tr>
<tr>
<td>Sedatives/analgesics (other)</td>
<td></td>
</tr>
<tr>
<td>Sedatives/analgesics (oral)</td>
<td></td>
</tr>
<tr>
<td>Arterial blood pressure (diastolic)</td>
<td></td>
</tr>
<tr>
<td>Arterial blood pressure (mean)</td>
<td></td>
</tr>
<tr>
<td>Arterial blood pressure (systolic)</td>
<td></td>
</tr>
<tr>
<td>Metric</td>
<td>Value</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Catheter (14fr)</td>
<td>X</td>
</tr>
<tr>
<td>Catheter (16fr)</td>
<td>X</td>
</tr>
<tr>
<td>FiO2</td>
<td>X</td>
</tr>
<tr>
<td>Glasgow coma scale</td>
<td>X</td>
</tr>
<tr>
<td>Heart rate</td>
<td>X</td>
</tr>
<tr>
<td>Pulse rate</td>
<td>X</td>
</tr>
<tr>
<td>Albumine (urine) 24 hours mg *</td>
<td>X</td>
</tr>
<tr>
<td>Albumine (urine) mg/l *</td>
<td>X</td>
</tr>
<tr>
<td>Alkaline phosphatase (blood) U/l *</td>
<td>X</td>
</tr>
<tr>
<td>Amylase (blood) *</td>
<td>X</td>
</tr>
<tr>
<td>Bilirubin direct (blood) µmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Bilirubin total (blood) µmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Calcium (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Chloride (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Creatinine kinase (blood) U/l *</td>
<td>X</td>
</tr>
<tr>
<td>Bilirubin direct (blood; additional measure) µmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Protein total (blood) g/l *</td>
<td>X</td>
</tr>
<tr>
<td>Erythroblasts (blood) 10^9/l</td>
<td>X</td>
</tr>
<tr>
<td>Fibrinogen (blood) g/l *</td>
<td>X</td>
</tr>
<tr>
<td>Phosphate (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Gamma-glutamyl transferase (blood) U/L *</td>
<td>X</td>
</tr>
<tr>
<td>Glucose (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Haemoglobin (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Haematocrit (blood) *</td>
<td>X</td>
</tr>
<tr>
<td>International normalized ratio (blood) *</td>
<td>X</td>
</tr>
<tr>
<td>Potassium 24 hour (urine) mmol *</td>
<td>X</td>
</tr>
<tr>
<td>Parameter</td>
<td>Symbol</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Potassium (blood) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Creatinine 24 hours (urine) mmol</td>
<td>X</td>
</tr>
<tr>
<td>Creatinine (blood) µmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Lactate dehydrogenase (blood) U/l</td>
<td>X</td>
</tr>
<tr>
<td>Leucocytes (blood) 10^9/l</td>
<td>X</td>
</tr>
<tr>
<td>Magnesium (blood) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Mean corpuscular volume (blood) fl</td>
<td>X</td>
</tr>
<tr>
<td>Sodium 24 hours (urine) mmol</td>
<td>X</td>
</tr>
<tr>
<td>Sodium (blood) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Base excess (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Arterial HCO₃ (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Arterial pCO₂ (point of care) kPa</td>
<td>X</td>
</tr>
<tr>
<td>Arterial pH</td>
<td>X</td>
</tr>
<tr>
<td>Arterial oxygen saturation</td>
<td>X</td>
</tr>
<tr>
<td>Calcium ionized (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Chloride (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Glucose (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Haemoglobin (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Methaemoglobin (point of care) %</td>
<td>X</td>
</tr>
<tr>
<td>Potassium (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Lactate (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Sodium (point of care) mmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Bilirubin total (blood; additional measure) µmol/l</td>
<td>X</td>
</tr>
<tr>
<td>Protein total (blood; additional measure) g/l</td>
<td>X</td>
</tr>
<tr>
<td>Thrombocytes (blood) 10^9/l</td>
<td>X</td>
</tr>
<tr>
<td>Troponine T (blood) ng/l</td>
<td>X</td>
</tr>
<tr>
<td>Test</td>
<td>Result</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Urea 24 hours (urine) mmol *</td>
<td>X</td>
</tr>
<tr>
<td>Urea (blood) mmol/l *</td>
<td>X</td>
</tr>
<tr>
<td>Respiration rate</td>
<td>X</td>
</tr>
<tr>
<td>Temperature</td>
<td>X</td>
</tr>
</tbody>
</table>

* low/normal/high according to reference range