Predicting critical illness on initial diagnosis of COVID-19 based on easily-obtained clinical variables: Development and validation of the PRIORITY model
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ABSTRACT

Objectives
Currently available COVID-19 prognostic models have focused on laboratory and radiological data obtained following admission. However, these tests are not available on initial assessment or in resource-limited settings. We aim to develop and validate a prediction model, based on clinical history and examination findings on initial diagnosis of COVID-19, to identify patients at risk of critical outcomes.

Methods
We used data from the SEMI-COVID-19 Registry, a nationwide multicenter cohort of consecutive patients hospitalized for COVID-19 from 132 centers in Spain. Clinical signs and symptoms, demographic variables, and medical history ascertained at hospital admission were screened using Least Absolute Shrinkage and Selection Operator (LASSO) and logistic regression to construct a predictive model. We externally validated the final model in a separate cohort of patients admitted at less-complex hospitals (<300 beds). We undertook decision curve analysis to assess the clinical usefulness of the predictive model. The primary outcome was a composite of in-hospital death, mechanical ventilation or admission to intensive care unit.

Results
There were 10,433 patients, 7,850 (primary outcome 25.1%) in the development cohort and 2,583 (primary outcome 27.0%) in the validation cohort. Variables in the final model included: age, cardiovascular disease, chronic kidney disease, dyspnea, tachypnea, confusion, systolic blood pressure, and SpO₂ ≤93% or oxygen requirement. The C-statistic in the development cohort was 0.823 (95% CI, 0.813-0.834). On external validation, the C-statistic was 0.792 (95% CI, 0.772-0.812). The model showed a positive net benefit for threshold probabilities between 3% and 79%.
Conclusions

Among patients presenting with COVID-19, the model based on easily-obtained clinical information had good discrimination and generalizability for identifying patients at risk of critical outcomes without the need of additional testing. The online calculator provided would facilitate triage of patients during the pandemic. This study could provide a useful tool for decision-making in health systems under pandemic pressure and resource-limited settings.
INTRODUCTION

The clinical spectrum of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection ranges from an asymptomatic state to critical illness; the symptomatic profile is called coronavirus disease 2019 or COVID-19 [1, 2]. As of January 12, 2021, the COVID-19 pandemic has affected more than 88 million people worldwide, and has led to over 1.9 million deaths [3]. Notably, Spain has been one of the countries with the highest number of patients with COVID-19 [4]. To optimize the use of limited healthcare resources, it would be essential to identify, as early as possible, those patients who are at high risk of progressing to critical illness that necessitates admission to intensive care unit (ICU) or mechanical ventilation, or that may lead to mortality.

To date, studies of COVID-19 prognostic factors have focused on laboratory measurements and radiological examinations obtained following admission [5-15], which are not available in outpatient or resource-limited settings. Recently published well-developed models tend not to include clinical variables obtained from history and examination carried out on initial assessment [9-13]. Where one machine learning model has addressed basic clinical features, it has narrowed down the prediction to the mortality outcome only and lacks wider generalizability [16]. Furthermore, a critical appraisal of the COVID-19 models has shown poor reporting and high risk of bias [14].

Prediction models based on easy-to-collect data without using imaging or laboratory measures have previously been developed for other infectious diseases, e.g. meningitis and pneumonia [17-19]. As a global health emergency, management of COVID-19 would benefit from a prediction model that can be readily applied on initial diagnosis. Therefore, we developed and externally validated a prediction model, based on easily obtained clinical measures at presentation with confirmed COVID-19 diagnosis, to identify patients at risk of developing critical outcomes.
METHODS:

Study design and data source

This study was based on the SEMI (Sociedad Española de Medicina Interna) COVID-19 Registry [20]. It is an ongoing multicenter nationwide cohort of consecutive patients hospitalized for COVID-19 across Spain. Patients were confirmed to be COVID-19 cases defined as a positive result on real-time reverse-transcription-polymerase-chain-reaction (RT-PCR) for the presence of SARS-CoV-2 in nasopharyngeal swab specimens or sputum samples. Exclusion criteria were age under 18 years, subsequent admissions and refusal or withdrawal of informed consent. Clinical baseline data, history of previous medication, known comorbidities, laboratory and imaging variables were collected on admission. In addition, treatments and complications during hospitalization, status on day of discharge and/or 30 days after diagnosis were obtained. Registry’s characteristics have been previously described in detail [20]. The SEMI-COVID-19 Registry was approved by the Provincial Research Ethics Committee of Málaga (Spain) and by Institutional Research Ethics Committees of each participating hospital.

For the study, we used data from patients admitted in 132 hospitals between March 23 and May 21, 2020. Development and validation cohorts were defined according to the size of hospitals. Model development was performed on a cohort of patients from hospitals with at least 300 beds, and validated on a separate cohort from hospitals with less than 300 beds. This approach was taken to examine the external validity of the prognostic model [21] in a lower complexity level setting compared to the development setting [22]. The study was reported following the TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis) guidelines (Supplementary Table S1) [23].
Outcome description

Primary outcome, critical illness during hospitalization, was defined as the composite of in-hospital death, mechanical ventilation or admission to intensive care unit (ICU), according to previously published studies [10, 24, 25].

Potential predictors

To develop a predictive model based only on easily measurable variables registered at admission, from the available variables at SEMI-COVID-19 Registry we only considered clinical signs and symptoms, demographic variables, and medical history. Our approach for selecting predictors was developed to meet the recommendation that new prediction models, rather than using purely data-driven selection, should build on previous literature and expert opinion [14].

An initial list of 29 candidate variables was selected based on review of the existing evidence [5-16], clinical plausibility and relevance to clinical care. Demographic variables included age, sex, ethnicity (defined as Caucasian, Latino or others), history of smoking and previous medication as angiotensin converting enzyme inhibitors (ACEi) and angiotensin receptor blockers (ARBs). Medical history included hypertension, cardiovascular disease (history of cerebrovascular disease, peripheral arterial disease, myocardial infarction, angina pectoris, heart failure or atrial fibrillation), moderate or severe dependency for activities of daily living (Barthel index score <60), diabetes mellitus, obesity and chronic respiratory diseases (asthma, chronic obstructive pulmonary disease, obstructive sleep apnea or hypopnea syndrome), severe chronic kidney disease (previous serum creatinine level >3 mg/dl or history of dialysis), malignancy (solid tumor, leukemia or lymphoma), chronic liver disease, immunocompromised status (autoimmune diseases, solid-organ transplant recipients, HIV infection or
previous immunosuppressive treatment including systemic steroids). Clinical signs and symptoms were cough, arthralgia, ageusia/anosmia, asthenia/anorexia, headache, gastrointestinal symptoms, fever (temperature ≥38°C or history of fever), systolic blood pressure, heart rate, tachypnea (respiratory rate >20 breaths/min), pulmonary rales, confusion, dyspnea, and peripheral oxygen saturation (SpO₂) ≤93% at room air or supplementary oxygen requirement at admission [26].

To improve consensus on model applicability, a 1-round online questionnaire was conducted among a multidisciplinary panel of 24 physicians involved in COVID-19 clinical management at nursing homes, emergency departments, primary care centers and hospitalization wards (6 per each setting). The panelists were asked to rate (on a 9-point Likert scale) the availability/reliability of each predictor, its ability to predict the outcome, the best way to merge predictors of rare occurrence, and the maximum number of variables this model should contain. Agreement was considered when ≤7 panelists rated outside the 3-point region containing the median [27].

**Statistical analysis**

The predictive model, called PRI ORITY, was presented as the formula for estimating the probability of COVID-19 critical illness outcome, as well as an associated web-based calculator. Patients’ characteristics were summarized in terms of frequencies and percentages and by the mean and standard deviation (SD). Statistical analysis was performed using R v4.0.0, with the mice, mfp, glmnet, pROC, and rmda packages.

**Model development:** Missing values in the potential predictors were imputed using single imputation, a reasonable alternative to multiple imputation when dealing with relatively few missings [28]. A stochastic single imputation dataset was created for both cohorts (development and validation) as the first of a series of datasets generated through multiple imputation by chained equations. Quantitative
variables were kept as continuous to avoid loss of prognostic information, and non-linear relationships were modelled by multivariate fractional polynomials with a maximum of 2 degrees of freedom [29]. The least absolute shrinkage and selection operator (LASSO) method (30) was used to identify a parsimonious set of potential predictors of critical illness. We selected the regulation penalty parameter that minimized the 10-fold cross-validation mean squared error for a maximum number of predictive features in the model settled by the expert panel agreement. Then, this subset of predictors was entered into a logistic regression model, and those statistically significant (p<0.05) were retained. The model coefficients were represented as odds ratios (OR), and 95% confidence intervals (95% CI) were obtained using 1000 bootstrap samples.

Model performance: We used Nagelkerke's $R^2$ to evaluate the overall predictive accuracy of the model. The overall discriminatory ability was assessed using the C-statistic, as the area under the receiver operating characteristic curve (AUC ROC), with 95% CI by stratified bootstrap resampling. Calibration of the model was assessed graphically, and an overfitting-corrected estimate of the calibration slope was derived by bootstrapping 1000 resamples [31].

Model validation: Internal validation of the model was assessed by 10-fold cross-validation [30]. We externally validated the final model in a separate cohort of patients admitted at less-complex hospitals (< 300 beds) to assess model generalizability [21].

Sensitivity analysis: To assess the impact of assumptions adopted in the model development, we carried out a complete-case analysis, using only those patients with complete data in the potential predictors. We also developed models without restricting the maximum number of predictors or using linear continuous predictors instead of fractional polynomial terms.

Decision curve analysis: We undertook decision curve analysis (DCA) to assess the clinical usefulness of
the predictive model when used to prioritize hospital referrals that are most likely to require critical care [32]. For the whole range of decision threshold probabilities \( p_t \), the net benefit (NB) of the model was compared to default strategies of treat (or refer) all or no patients. The NB was calculated as: True positives/N – (False positives/N)*\( (p_t \div (1-p_t)) \), with N total sample size, and represented in a decision curve plot. The benefit was also quantified in terms of reduction in avoidable hospitalization referrals per 100 patients as: \( (\text{NB of the model} – \text{NB of treat all}) \div (p_t \div (1-p_t)) \) \times 100 [32].

The choice of \( p_t \) will vary across different regions, according to changing epidemiological situations and availability of health resources. At a low threshold, false negatives are minimized at the expense of unnecessary referrals. At a high threshold, patients would be referred less frequently, but some high-risk patients may not be derived to the hospital.

RESULTS

From a total of 11,523 patients of the SEMI-COVID-19 Registry, 10,433 were considered in this study. The development cohort included 7,850 (75.2%) patients, of which 1,967 (25.1%) presented critical illness (650 [8.3%] admitted to the ICU and 1,598 [20.4%] died). The mean age was 65.8 ± 16.4 years (57.2% male), and 66.5% presented comorbidities. Demographics and clinical characteristics for the development cohort are shown on Table 1.

Model development and performance

From an initial list of 29 candidate variables, the expert panel forged an agreement on 21 potential predictors for further evaluation in the predictive model. So, chronic liver disease, previous medication (ACEi and ARBs), cough, arthromyalgia, ageusia/anosmia, asthenia/anorexia, headache, gastrointestinal
symptoms were excluded. Moreover, consensus was achieved for including a range between 5 and 9 variables in the final model. These 21 potential predictors were included in the LASSO predictor selection process. A subset of 9 variables were retained as the best predictors of critical illness (Supplementary Figure S1), including age squared, moderate or severe dependency, cardiovascular disease, moderate or severe chronic kidney disease, dyspnea, tachypnea, confusion, reciprocal of systolic blood pressure squared, and $\text{SpO}_2 \leq 93\%$ or oxygen requirement. A multivariable logistic regression model was then fitted with these 9 variables. All of them, except for moderate or severe dependency, were statistically significant (Table 2).

Based on the logistic regression model, the probability of critical COVID-19 illness could be calculated as:

$$\text{Probability (\%)} = \frac{100}{1 + \exp(-z)}, \text{ where } z = -4.710 + 2.756 \times (\text{Age}/100)^2 + 0.331 \times \text{[Cardiovascular disease]} + 0.595 \times \text{[Chronic kidney disease]} + 0.508 \times \text{[Dyspnea]} + 0.860 \times \frac{1}{(\text{SBP}/100)^2} + 0.905 \times \text{[Tachypnea]} + 1.204 \times \text{[SpO}_2 \leq 93\% \text{ or oxygen requirement]} + 0.740 \times \text{[Confusion]}.$$  

All predictors were coded as binary variables (1 when present and 0 when absent) except for age (years) and systolic blood pressure (mmHg). We also developed an online calculator based on this model (Supplementary Figure S2), that is accessible at https://www.evidencio.com/models/show/2344.

The final model had an $R^2$ of 0.346 and an apparent C-statistic of 0.823 (95% CI 0.812, 0.833) to discriminate between patients with and without critical illness in the development cohort (Figure 1a). By internal 10-fold cross-validation, estimated performance of the model was 0.822 (95% CI 0.789, 0.848). After bootstrap resampling, the agreement between the observed outcomes and predicted probabilities in the development cohort showed good calibration with a slope of 0.995 (Supplementary Figure S3a).

**External validation**
The validation cohort included 2,583 (24.8%) patients, of which 698 (27.0%) presented critical illness (200 [7.7%] admitted to the ICU and 594 [23.0%] died). The mean age was 69.5 ± 16.0 years, (54.8% male), and 69.8% presented comorbidities (Table 1). The final model showed good discrimination when externally validated, with a C-statistic of 0.795 (95% CI 0.776, 0.814) (Figure 1b), and a calibration slope of 0.883 (Supplementary Figure S3b).

Sensitivity analysis

We carried out a complete-case analysis selecting as development cohort the 5,513 patients with complete data on the 21 potential predictors and the outcome. The resulting model had the same predictors as the final model with imputed data. $R^2$ was 0.324, with an apparent C-statistic of 0.813 (95% CI 0.800, 0.823) and a slope of 0.992. Next, we fitted a new model with no restriction in maximum number of predictors, resulting in a model with 15 variables, adding sex, moderate or severe dependency, diabetes mellitus, malignancy, immunocompromised status, pulmonary rales and heart rate cubed, to the 8 predictors in the PRIORITY model. $R^2$ was 0.348, with a C-statistic of 0.832 (95% CI 0.821, 0.842) and a calibration slope of 0.995. Likewise, we fitted an alternative model using linear continuous predictors instead of fractional polynomial terms. The linear term of systolic blood pressure was not found to be a significant predictor, while moderate or severe dependency was included in the model. $R^2$ was 0.339, C-statistic of 0.819 (95% CI 0.809, 0.830) and a slope of 0.996.

Net benefit of model use

The decision curve analysis (Figure 2) showed a positive NB for $p$, between 3% and 79%, compared to default strategies (treat-all or treat-none). For low thresholds, below 3%, the NB of the model was comparable to managing all COVID-19 patients as if they will progress to critical illness (treat-all strategy). Table 3 presents estimates of the NB of using the model and the reduction in avoidable
hospitalization referrals for different $p_s$.

**DISCUSSION**

We developed and validated a new clinical risk model to predict COVID-19 critical illness based on eight simple clinical features easily available on initial assessment, which would be useful in resource-limited or out-of-hospital settings without access to other complementary tests. The model was well calibrated, had good discrimination, and performed robustly in an external validation cohort. Moreover, it showed a potential clinical benefit in a variety of scenarios covering different healthcare situations over a range of threshold probabilities, highlighting its practical usefulness. Its web-based calculator can facilitate its immediate application for frontline clinicians.

This study has several methodological strengths maximizing internal and external validity [23]. To the best of our knowledge, this is the first generalizable COVID-19 predictive model built with simple clinical information excluding imaging and laboratory data. We developed and validated the model in a large multicenter, national cohort. Ours was a cohort twice as large as the previous model using simple information [16]. Our model excluded readmissions, a feature that focuses the analysis on the question of interest, i.e. the need of triage in patients at their first COVID-19 presentation. The methodology was rigorous, avoiding data-driven predictor selection and biases that affected previous studies [14]. The practical application of the model was maximized by forging an agreement among an expert panel on key issues. The performance of the model was good, which allowed discrimination between progression or not to COVID-19 critical illness. Moreover, the model was validated in a separate cohort of patients admitted in smaller hospitals, showing strong reproducibility in a healthcare setting of a different complexity level [21, 22]. Our decision curve analysis showed that the model could be useful for triage of
patients under pandemic pressure, providing underpinning evidence to guide policymakers' decisions.

The strength of our findings should be interpreted in light of some limitations. Although we carefully selected easily available clinical and demographic variables that could be potentially applied in settings without access to laboratory or radiology tests, the data were collected at the time of hospital admission, which represents an important selection bias that would require further studies in an outpatient setting. We used data collected in a situation of healthcare pressure due to the pandemic peak, so the data quality may be variable across centers. In this regard, it is notable that missing data per predictor variable were relatively low. To reduce the impact of data loss we used imputation. The sensitivity analysis showed that the assumptions adopted in the model development, such as data imputation, restricting the number of predictors or modelling non-linear relationships, did not impact in the model performance. Considering the balance between strengths and limitations, our model is ready for application as a triage tool within the context of an evaluative study to allow solidification of evidence about model effectiveness in practice.

An external validation study [15] of 22 previously published prognostic models showed that oxygen saturation and age were the most discriminating univariate predictors for in-hospital mortality, and that none of the multivariate models had superior performance than these individual predictors. It is important to point out that the PRIORITY model, despite its simplicity, showed a performance similar to previously published models including laboratory and imaging data [9-16]. For example, our model (C-statistic 0.82) would be expected to dominate in health economic terms the model of Knight et al [12] (C-statistic 0.79) on the basis that it would not incur costs involved in imaging and laboratory tests.

Our model could be applied in triage, using easily measurable variables available in settings without access to laboratory or radiology tests, identifying high-risk patients for referral to hospital. The DCA provides information to underpin clinical management and policy-making under COVID-19 pandemic
pressure. The PRIORITY model has potential value, resulting in higher net benefit than the default strategies (hospitalize all or hospitalize none), over a range of risk thresholds which could be considered as relevant in clinical practice. For example, in situations under pandemic peak pressure or low-resource healthcare systems, policy-makers may consider a cut-off point up to 20%, a threshold that will be associated with higher reduction in unnecessary critical care admissions. However, in situations with low numbers of COVID-19 cases and little risk of overwhelming the critical care capacity, a lower threshold may be considered. For example, a 5% cut-off could be appropriate to make decisions on early referral to hospital attention. We recommend objectively defining specific cut-off points considering the circumstances and the availability of health resources.

In summary, we developed and validated a new prediction model, called PRIORITY, to estimate the risk of critical illness in patients with COVID-19, based on eight clinical variables easily measurable in resource-limited or out-of-hospital settings without access to other complementary tests. This model could help in triage of patients at risk for critical COVID-19 illness. The study provides underpinning evidence to inform decision-making in health systems under pandemic pressure.
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## Tables

**Table 1. Demographics and clinical characteristics among patients included in the development cohort and validation cohort.**

<table>
<thead>
<tr>
<th>Characteristics of the population</th>
<th>Development cohort</th>
<th>Validation cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No of patients (%) or mean ± SD</td>
<td>Total No (%)</td>
</tr>
<tr>
<td><strong>Critical Illness</strong></td>
<td>1967 (25.1%)</td>
<td>7850 (100%)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td>65.8 ± 16.4</td>
<td>7816 (99.6%)</td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td>4483 (57.2%)</td>
<td>7834 (99.8%)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>6836 (89.1%)</td>
<td>7677 (98.8%)</td>
</tr>
<tr>
<td>Latino</td>
<td>693 (9.0%)</td>
<td>193 (7.5%)</td>
</tr>
<tr>
<td>Other</td>
<td>148 (1.9%)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking history</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>5270 (70.9%)</td>
<td>7433 (94.7%)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>1764 (23.7%)</td>
<td>718 (29.0%)</td>
</tr>
<tr>
<td>Active Smoker</td>
<td>399 (5.4%)</td>
<td></td>
</tr>
<tr>
<td><strong>Medical history</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td>1665 (23.7%)</td>
<td>7012 (89.3%)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>3803 (48.6%)</td>
<td>7833 (99.8%)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1440 (18.4%)</td>
<td>7820 (99.6%)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>1974 (25.3%)</td>
<td>7800 (99.4%)</td>
</tr>
<tr>
<td>Pulmonary diseases</td>
<td>1625 (20.9%)</td>
<td>7776 (99.1%)</td>
</tr>
<tr>
<td>Severe chronic kidney disease</td>
<td>488 (6.2%)</td>
<td>7825 (99.7%)</td>
</tr>
<tr>
<td>Malignancy</td>
<td>793 (10.2%)</td>
<td>7803 (99.4%)</td>
</tr>
<tr>
<td>Immunocompromised status</td>
<td>650 (8.6%)</td>
<td>7549 (96.2%)</td>
</tr>
<tr>
<td>Dependency (moderate/severe)</td>
<td>1129 (14.7%)</td>
<td>7701 (98.1%)</td>
</tr>
</tbody>
</table>

**Symptoms at admission**

---

All rights reserved. No reuse allowed without permission.
<table>
<thead>
<tr>
<th>Predictor</th>
<th>Odds ratio</th>
<th>Bootstrap 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Age/100)^2 [years]</td>
<td>15.738</td>
<td>10.957, 22.714</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>1.392</td>
<td>1.214, 1.590</td>
</tr>
<tr>
<td>Severe CKD severe</td>
<td>1.813</td>
<td>1.391, 2.319</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>1.662</td>
<td>1.456, 1.908</td>
</tr>
<tr>
<td>1/(SBP/100)^2 [mmHg]</td>
<td>2.363</td>
<td>1.885, 3.010</td>
</tr>
<tr>
<td>Tachypnea (&gt;20 breaths/min)</td>
<td>2.473</td>
<td>2.206, 2.841</td>
</tr>
<tr>
<td>SpO_2 ≤ 93% or O_2 requirement</td>
<td>3.635</td>
<td>2.889, 3.838</td>
</tr>
<tr>
<td>Confusion</td>
<td>2.097</td>
<td>1.761, 2.542</td>
</tr>
<tr>
<td>Dependency (Moderate or severe)</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Continuous predictors were presented as fractional polynomial algorithms, including a squared term for age and systolic blood pressure as the inverse of a quadratic term.

CKD: Chronic kidney disease.
SBP: Systolic blood pressure.
SpO₂: Peripheral oxygen saturation.

<table>
<thead>
<tr>
<th>Probability threshold (p, %)</th>
<th>Net benefit</th>
<th>Advantage of using the PRIORITY model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treat all Prediction Model</td>
<td>Difference in the net benefit</td>
</tr>
<tr>
<td>1</td>
<td>0.243</td>
<td>0.243</td>
</tr>
<tr>
<td>2</td>
<td>0.235</td>
<td>0.235</td>
</tr>
<tr>
<td>3</td>
<td>0.227</td>
<td>0.227</td>
</tr>
<tr>
<td>4</td>
<td>0.219</td>
<td>0.219</td>
</tr>
<tr>
<td>5</td>
<td>0.211</td>
<td>0.211</td>
</tr>
<tr>
<td>10</td>
<td>0.167</td>
<td>0.188</td>
</tr>
<tr>
<td>15</td>
<td>0.118</td>
<td>0.164</td>
</tr>
<tr>
<td>20</td>
<td>0.063</td>
<td>0.144</td>
</tr>
<tr>
<td>25</td>
<td>0.001</td>
<td>0.122</td>
</tr>
<tr>
<td>50</td>
<td>-0.499</td>
<td>0.005</td>
</tr>
<tr>
<td>75</td>
<td>-1.998</td>
<td>0.004</td>
</tr>
<tr>
<td>79</td>
<td>-2.569</td>
<td>0</td>
</tr>
<tr>
<td>99</td>
<td>-73.943</td>
<td>0</td>
</tr>
</tbody>
</table>
Net benefit: percentage of true positives minus the percentage of false positives weighted by the ratio \((pt/(1-pt))\).
Reduction in avoidable hospitalization referrals per 100 patients: \(((\text{net benefit of the model} - \text{net benefit of treat all})/(pt/(1- pt))) \times 100\).

FIGURE LEGENDS

Figure 1. Area under the receiver-operator characteristic curve (AUC ROC) of the predictive model for critical illness among patients hospitalized with COVID-19. (a). AUC ROC in the development cohort, \(n=7850\) patients from hospitals with equal or more than 300 beds. (b). AUC ROC in the validation cohort, \(n=2583\) patients from hospitals with less than 300 beds. 95% coefficient intervals (CI) computed with 1000 bootstrap replicates.

Figure 2. Decision curves of the predictive model for severe COVID-19. The x-axis represents threshold probabilities and the y-axis the net benefit.
The net benefit is given by:

$$Net \ Benefit = \frac{\text{True Positives}}{N} - \frac{\text{False Positives}}{N} \cdot \frac{p_t}{1 - pt}$$