Heart failure grading using single-lead electrocardiography
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Abstract

Convolutional neural networks (CNNs) applied to electrocardiograms (ECGs) have been showing utility for detecting left ventricular (LV) dysfunction\(^1\). Although early detection of reduced LV ejection fraction (rEF) could improve handling of heart failure (HF) with rEF (HFrEF), it is not sufficient to detect HF with preserved EF (HFpEF). Here we developed a CNN algorithm to classify the severity of HF based on single-lead ECG data, irrespective of EF. We trained a CNN using ECG data and the HF classification from 7,865 patients with HF. The CNN achieved an area under the receiver-operating characteristic curve (AUC) of 0.996 for distinguishing patients with HF of various severity from healthy controls. It is anticipated that early detection of HF and therapeutic management of HF patients can be improved by employing this CNN with a single-lead ECG device.
Main

An estimated 64.3 million people worldwide are living with HF\(^2\). Moreover, because of population aging, global population growth, and improved survival after diagnosis, the total number of HF patients is rising\(^3\). Currently, patients are categorized as having HF with reduced ejection fraction (HFrEF: left ventricular ejection fraction (LVEF) <40%), mid-range EF (HFmrEF: LVEF 40-49%), or preserved EF (HFpEF: LVEF ≥50%)\(^4\). In recent studies, CNN algorithms for screening low LVEF using features of the ECG were developed and confirmed to exhibit favorable performance\(^1\). Attia et al. reported that their AI algorithm provided a high degree of discrimination between EF≤35% and EF>35% based on 12-lead ECG (AUC 0.93)\(^1\). Cho et al. also reported an AI algorithm that detected low LVEF, defined as an EF<40% (AUC 0.961 for 12 lead-ECG and AUC 0.929 for single-lead ECG), with reasonable accuracy\(^5\). However, the LVEF-based taxonomy of HF and its implications have been criticized for leading to oversimplification of this complex syndrome\(^6\), as there is an unexpectedly high rate of adverse outcomes among patients with HFpEF\(^7\).

Prevention of progression and recurrent hospital admissions in patients with established HF continues to be a challenge\(^8\). In particular, the incidence of HFpEF is rapidly rising such that it is becoming the most common form of HF\(^9\). One in five
inpatients with HFP EF were readmitted within 30 days of hospital discharge, and more than half were readmitted within one year\textsuperscript{10}. Echocardiography is central to the diagnosis of HFP EF, which requires detection of structural abnormalities, such as left ventricular hypertrophy or left atrial enlargement, or signs of diastolic dysfunction\textsuperscript{11}. However, because the number of times an echocardiograms can be repeated is limited, they should only be done in specific situations\textsuperscript{8}.

The New York Heart Association (NYHA) classification is a patient symptom-based HF classification system that is essential to the current therapeutic perspective\textsuperscript{12}. A HF patient’s symptoms can be used to classify the severity their HF and to monitor the effects of therapy, and they are more closely related to a poor prognosis if a high score persists after therapy\textsuperscript{13}. Moreover, the NYHA classification could be applied to both the HFrEF and HFP EF categories if it were easy to assess the category daily from HF patients after their discharge from the hospital, which could enable early detection of HF recurrence and early intervention.

However, association of NYHA classifications with HF symptoms by the patients themselves or non-cardiologists may be difficult\textsuperscript{14}. We therefore developed a CNN for automatic classification of HF patients according to the NYHA classification using only lead I of an ECG. At present, acquiring a lead I ECG at home is possible.
with numerous portable devices. Here we show a novel CNN algorithm that recognizes the severity of HF and detects early stages of HF with high accuracy, irrespective of EF.

We collected 10-s, 12-lead ECGs from adult patients and healthy individuals, 20 years old or older. We included outpatients with or without cardiovascular disease (CVD) and inpatients with HFrEF or HFpEF. The inpatients were examined and classified using the NYHA classification by expert cardiologists. After screening, 21,292 ECGs from 9,284 participants were deemed eligible for inclusion in the analysis (Figure 1). Excluded (due to missing values) were 4,274 ECGs from 1,419 participants. After preprocessing as described in the Methods, ECG data from lead I were segmented into single heartbeats, and averaged heartbeat waveforms were obtained for each NYHA grade.

We employed fivefold cross-validation for development and evaluation of the CNN (Figure 1). For development of the CNN model, all single beats were spliced from 10-s ECGs from all participants. Among those, 80% were used as beat-by-beat datasets for the training, and the others were used for internal validation. In parallel, the patient-by-patient datasets were divided and used for further CNN training or for the testing data used to evaluate the CNN performance (Figure 1). The patients’ characteristics are shown in Table 1.
The CNN was designed to use the lead I ECG waveform to distinguish HF from control or to classify the severity of HF, beat by beat, according to the NYHA classification. The CNN included three convolution layers and three max-pooling layers for both training and identification. The learned feature maps were then fed into two fully connected neural networks with an output layer of 4 nodes, which refer to participants without CVD (controls) or patients with NYHA I, II or III-IV HF (Figure 2). The CNN model was able to distinguish the HF patients, including NYHA I, II, III and IV, from healthy controls, with an area under the receiver operating characteristic curve (AUC) of 0.996 (95% CI: 0.994-0.997), sensitivity of 96.2% (95% CI: 0.954-0.969), specificity of 98.5% (95% CI: 0.98-0.99), and accuracy of 97.4% (95% CI: 0.969-0.978) (Figure 3a). The CNN model also accurately classified the patients into 3 or 4 groups: control, NYHA I and NYHA II-IV, or control, NYHA I, NYHA II and NYHA III-IV (Figure 3b, 3c and table 2).

We next investigated which segments of the ECG wave are crucial features of each NYHA classification. We employed Gradient-weighted Class Activation Mapping (Grad-CAM) to highlight the essential regions in the input heartbeats for the classification\textsuperscript{15}. The averaged ECG waveform for all heartbeats within each group in the training dataset showed different ECG morphologies (Figure 4). The histograms (gray
bars) on the average heartbeat waveforms indicate the essential information transmitted through the network to determine the class-discriminative information in the input time-series.

A widened QRS and a prolonged PR interval were previously reported to be independently associated with in-hospital death, post-discharge death, and rehospitalization\textsuperscript{16}. However, there is little consensus on the predictive value of ECG characteristics in the HF population\textsuperscript{17}. In the present study, comparison among the ECG waveforms in the 4 classes revealed that the severer the HF, the lower the T wave. In addition, a wider QRS complex was observed in NYHA III-IV group. In the Grad-CAM histogram, the onset of the P wave was indicated as an outstanding feature in the control, NYHA I and NYHA II groups, but not the NYHA III-IV group. While the offset of the QRS and the beginning of the T wave were highlighted as important in all groups, the onset of the QRS was marked as especially important in the NYHA III-IV group. These HF class-specific ECG morphologies may provide new insight into how heart burden affects the electrical activity of the heart.

An earlier study reported a CNN that could detect HF using single beats from a small number of patients in a public data base and was able to distinguish HF patients from healthy controls\textsuperscript{18}. But while this algorithm could potentially help non-specialists
avoid overlooking apparent HF, it is unable to classify the severity of HF. To improve current HF management and avoid its recurrence, detailed classification of symptoms collected from daily life, including mild symptoms, is required.

Our CNN model enables us to distinguish HF patients from healthy controls with high accuracy (AUC 0.996). Moreover, it can provide the severity of HF based on NYHA classification and distinguish between NYHA I and NYHA II, suggesting it could be used for early detection of HF at home. Early detection of HF progression would enable prescription of additional medications before decompensation, which has been linked to decreasing the incidence major adverse cardiovascular events and unplanned hospital admissions\(^1\). Our study is the first to report a CNN able to classify the severity of HF. It is expected that applying our AI algorithm to mobile single-lead ECG recorders will enable patients themselves to detect HF early through self-monitoring.

Levels of biomarkers such as BNP and NT-pro-BNP are often used when diagnosing or monitoring HF\(^2\), and reductions in these biomarkers may predict a better prognosis\(^3\). However, some clinical trials have not found a benefit in terms of quality of life or cardiovascular outcomes of even frequent monitoring of these biomarkers to assess whether patients need additional treatment for their HF\(^4\).
Continuous monitoring of heart rate, heart rate variability, accelerometry, respiratory rate, and body temperature with a wearable multisensory device is reportedly able to detect impending rehospitalization of HF patients with predictive accuracy (AUC of 0.88)\textsuperscript{25}. The accuracy of our CNN model (AUC 0.996) for detection of HF is superior to the medical screening test based on biomedical sensors or BNP (AUC 0.60)\textsuperscript{24}.

This study shows the feasibility of using CNN models of single lead ECG data to improve diagnosis of HF severity, irrespective of EF. Since the lead I ECG can be easily collected during daily life by using a portable or wearable ECG monitor, our algorithm may help with remote management of HFrEF and HFpEF.
**Figure legends**

**Figure 1. Flow chart for creation of the ECG dataset from HF patients and healthy control**

We employed fivefold cross-validation for the development and evaluation of the CNN in two ways. In the first, to develop the CNN the data were randomly split into stratified fivefold subsets of all heartbeat data. The CNN model was trained using 80% of the heartbeat data and optimized using the remaining 20% as an internal validation set. To evaluate the CNN model, the ECG data from the patients were divided into a training dataset and a test dataset. Only heartbeats of patients in the training group were used for development of the CNN; performance of the CNN was then evaluated using only the heartbeats of independent test patients.

**Figure 2. Construction of the neural network architecture for evaluation of ECGs and HF**

The CNN included three convolution layers and three max-pooling layers for both the training and identification. We used $[1\times128]$, $[1\times2]$, and $[1\times2]$ as the kernels (filters) to generate the convolutional layers and the max-pooling layers. The learned-feature maps were then fed to two fully connected-neural networks with an output layer of 4 nodes corresponding to control, NYHA I, NYHA II, NYHA III-IV. The back-propagation approach was used to train the CNN.
Figure 3. Receiver-operating characteristic (ROC) curves from the convolutional neural network (CNN) for evaluation of HF symptoms with single-lead ECGs

ROC curves for classification with two groups (a), three groups (b), and four groups (c) are shown. The areas under the ROC curves (AUCs) were calculated from the results of performance analyses. High AUCs for all classifications for detection of HF or evaluation of HF severity are shown.

Figure 4. Visualization of feature segments of ECGs used for HF classification by the CNN

The solid lines represent the mean with the respective error bands of all heartbeats that correspond to each classification group in the training datasets. The error bands represent the standard deviation of the heartbeats in each category. The vertical bars represent the histograms of the sample points (=1) obtained by applying Grad-CAM methods to all of the training heartbeats in the normalized heatmaps. The highlighted parts in each ECG waveform represent the ECG heartbeat subsequence used by the CNN to generate a prediction. The histograms of the critical sample points indicate the essential segments of a heartbeat used for classifying groups. Comparison among ECG
waveforms from the four classes revealed that the amplitude of the T wave became smaller as HF became more severe. A wide QRS complex was observed in the NYHA III-IV group. In the histogram, the onset of the P wave appears to be important in the Control and NYHA I-II groups, but not the NYHA III-IV group. The beginning of QRS is important in the NYHA III-IV group. The offset of the QRS and the onset of the T wave are highlighted in all groups.
Table 1. Healthy control and patient characteristics and comorbidities

<table>
<thead>
<tr>
<th></th>
<th>Training group</th>
<th>Test group</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>59.4 ±14.3</td>
<td>58.9±13.7</td>
<td>0.07</td>
</tr>
<tr>
<td>Female, sex, %</td>
<td>44.3%</td>
<td>44.6%</td>
<td>0.80</td>
</tr>
<tr>
<td>Mean EF, %</td>
<td>56.5±17.3</td>
<td>55.5±18.1</td>
<td>0.24</td>
</tr>
<tr>
<td>History of HF</td>
<td>34.3%</td>
<td>34.4%</td>
<td>0.96</td>
</tr>
<tr>
<td>HFpEF</td>
<td>73.7%</td>
<td>70.1%</td>
<td>0.18</td>
</tr>
<tr>
<td>HFrEF</td>
<td>26.3%</td>
<td>29.9%</td>
<td></td>
</tr>
<tr>
<td>Coronary Artery Disease</td>
<td>9.9%</td>
<td>11.2%</td>
<td>0.18</td>
</tr>
</tbody>
</table>
Table 2. Model performance

<table>
<thead>
<tr>
<th></th>
<th>AUC</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.996 (0.994-0.997)</td>
<td>98.4% (0.977-0.989)</td>
<td>96.4% (0.956-0.971)</td>
<td>97.4% (0.969-0.978)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>0.996 (0.994-0.997)</td>
<td>96.2% (0.954-0.969)</td>
<td>98.5% (0.980-0.990)</td>
<td>97.4% (0.969-0.978)</td>
</tr>
<tr>
<td>3 Groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.993 (0.992-0.995)</td>
<td>96.7% (0.961-0.974)</td>
<td>96.0% (0.953-0.966)</td>
<td>96.3% (0.958-0.967)</td>
</tr>
<tr>
<td>NYHA I</td>
<td>0.967 (0.963-0.970)</td>
<td>82.1% (0.802-0.840)</td>
<td>95.6% (0.950-0.963)</td>
<td>92.0% (0.914-0.928)</td>
</tr>
<tr>
<td>NYHA II-IV</td>
<td>0.989 (0.987-0.991)</td>
<td>92.1% (0.910-0.932)</td>
<td>96.9% (0.963-0.974)</td>
<td>95.3% (0.948-0.958)</td>
</tr>
<tr>
<td>4 Groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.995 (0.994-0.996)</td>
<td>94.8% (0.938-0.956)</td>
<td>98.1% (0.978-0.984)</td>
<td>97.2% (0.968-0.975)</td>
</tr>
<tr>
<td>NYHA I</td>
<td>0.978 (0.974-0.981)</td>
<td>86.7% (0.855-0.883)</td>
<td>96.6% (0.961-0.970)</td>
<td>94.5% (0.939-0.949)</td>
</tr>
<tr>
<td>NYHA II</td>
<td>0.945 (0.939-0.950)</td>
<td>79.8% (0.780-0.816)</td>
<td>93.6% (0.930-0.943)</td>
<td>89.8% (0.891-0.906)</td>
</tr>
<tr>
<td>NYHA III-IV</td>
<td>0.965 (0.961-0.969)</td>
<td>80.0% (0.779-0.819)</td>
<td>95.9% (0.953-0.963)</td>
<td>92.7% (0.922-0.933)</td>
</tr>
</tbody>
</table>
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Data sources and study population.

All data used in this study were acquired between 2013 and 2019 at the University of Tokyo hospital. This study was approved by the institutional ethical committee of the University of Tokyo (No. 2020024NI-(1)). All participants were at least 20 years old. The control group was composed of healthy individuals who underwent a comprehensive medical examination and were diagnosed as having no illness. All patients with HF were diagnosed as New York Heart Association (NYHA) I, NYHA II, NYHA III, or NYHA IV according to NYHA functional classification criteria. The definitions of the classifications are as follows:

1. Control: Participants have no cardiovascular heart disease (CVD).
2. NYHA I: Patient has been hospitalized for HF but has no limitation of physical activity; physical activity does not cause fatigue, palpitation or dyspnea.
3. NYHA II: Patient has been hospitalized for HF, and physical activity is slightly limited by fatigue, palpitation or dyspnea, but they have no symptoms at rest.
4. NYHA III: Patient has been hospitalized for HF, and physical activity is greatly limited by fatigue, palpitation or dyspnea, even at rest.
5. NYHA IV: Patient has been hospitalized for HF and cannot carry on any physical activity without discomfort, and they experience symptoms of HF at rest.

ECG data were obtained from the control group at an annual health check center at the University of Tokyo hospital, where individuals receive regular yearly health checks. ECG data were obtained from patients clinically diagnosed with HF during their hospitalization in the department of cardiology. Standard 10-s, 12-lead ECGs were
recorded in all patients with HF on admission, and a NYHA class was assigned based on the patient’s symptoms and evaluation of their medical examination by expert cardiologists. Data lacking a NYHA classification were excluded, as were data from patients with a pacemaker and poor recordings due to motion artifacts, inaccurate electrode applications and excessive noise. Used in the study were 17,018 10-s ECGs from 7,865 patients.

**CNN model development**

Standard 10-s, 12-lead ECGs were recorded at 500 Hz with patients in a supine position in a resting state. Only lead-I ECG data were selected for this study. We segmented the 10-s ECG recordings into heartbeat waveforms as independent input data for training of the CNN model. Before heartbeat segmentation, preprocessing of ECG recordings was conducted to eliminate baseline drift and noise. First, the baseline drift was removed using the wavelet decomposition method. ECG data were decomposed into sublevels, and the final approximation coefficient was taken as the baseline drift and subtracted from the original signal. Next, a Butterworth bandpass filter was applied to remove power-line noise and high-frequency distortion. Thereafter, heartbeats were detected by using the Pan-Tompkins algorithm to recognize the peaks of the R waves on the ECG recordings. A window was then used to segment the heartbeats between 0.28
s before and 0.40 s after the R-wave peaks to capture the PQRST complexes. This process enabled us to adjust the alignment of heartbeats using R-wave peaks. After preprocessing, all segmented heartbeats were normalized to between -1 and 1.

Heartbeats were annotated based on the NYHA classification of corresponding 10-s ECG recordings. To evaluate the generalizability and stability of the proposed algorithm, we combined two or more NYHA classes into one group. We then trained and tested the model with a two-group dataset, three-group dataset, and four-group dataset, separately. Two groups refers to Control vs. the patients with HF. Three groups refer to Control, NYHA I and NYHA II-IV. NYHA II-IV was further divided into NYHA II and NYHA III-IV and used as four-group dataset.

To increase computational efficiency, we applied vector quantization (VQ) for data sampling. The VQ method\textsuperscript{29} is an efficient technique for data compression, which can map the original data into prototype vectors to avoid loose information as much as possible. The VQ process included two steps: designing a representative codebook, then assigning a label to each input datum (heartbeat) from the codebook. By labeling all heartbeats according to the designed codebook, we were able to divide heartbeats into clusters. The number of clusters is the size of the codebook. For each cluster, the frequency distribution of heartbeats in each NYHA class was determined. We removed heartbeats with a low frequency (less than 25%) from NYHA classes and retained the remaining heartbeats as representative of the corresponding class for training and validation. To achieve an “optimal” codebook size, we varied the size from 4 to 256 and...
evaluated the classification accuracy. The best performances were observed with codebook sizes of 8, 16, and 16 for two groups, three groups, and four groups, respectively.

**CNN modeling and validation**

The learned features reflected by the CNN parameters were then used to identify the NYHA class from the test heartbeat waveform. The CNN takes heartbeat waveforms as one-dimensional time-series inputs and outputs label predictions as NYHA classes. In our study, the CNN model included three convolution layers and three max-pooling layers for both training and identification. Each convolutional layer was followed by batch normalization, rectified linear unit (ReLU) activation, and a 10% dropout to regularize many parameters. To be specific, the kernels (filters) used to generate the convolutional layers were chosen as [1×128], [1×2], and [1×2], respectively. The learned feature maps were then fed into two flattened and fully connected layers followed by a softmax layer with an output layer of nodes corresponding to the NYHA classes.

The proposed model was trained and validated using fivefold cross-validation, whereby the data were randomly split into stratified fivefold subsets. The CNN model was trained using 80% of the heartbeats and evaluated using the remaining 20%. Thereafter, 20% of the data were randomly selected as an internal validation set. Overfitting was avoided by tracking the validation loss during training. This process was repeated five times to obtain a mean classification rate. During the cross-validation process, each subset of heartbeats was taken for internal validation, enabling an unbiased estimate of the classification error rate.
The fivefold cross-validation was performed in two patterns. In the first, all heartbeats were randomly divided into training and test sets, irrespective of the patients. This pattern makes each heartbeat an independent input, which enables an efficient global evaluation. However, there is the possibility that heartbeats from the same 10-s ECG recording are simultaneously included in both the training and test set. In the second pattern, all patients were divided into a training and a test group to avoid overlap of patients between the training and test sets. Only heartbeats from patients assigned to the training dataset were used for modeling. The performance was then evaluated solely based on the heartbeats of the independent test dataset.

Visual explanation of the CNN model used to identify heart failure and NYHA classification

To understand which parts of the heartbeat waveform are most important for its NYHA classification, gradient-weighted class activation mapping (Grad-CAM) was used to show the gradient of the classification score for the convolutional features determined by the network. This can help a clinician understand why the CNN model makes a given classification. The idea of Grad-CAM is to calculate the gradient of the final classification score for the final convolutional feature map. The places where this gradient is large are where the final score depends mostly on the data. In other words, the data points on the heartbeat waveform that have the highest Grad-CAM scores contribute most to the classification. Specifically, to create an ‘average’ Grad-CAM for each NYHA class, we calculated the respective pointwise Grad-CAM scores (normalized to between 0 and 1) for each heartbeat. We then calculated the average heartbeat waveform for each class and accumulated the occurrence of data points that
had Grad-CAM scores equal to 1. From the obtained ‘average’ heartbeat waveform and
the frequency map, the places where high Grad-CAM scores most frequently occur
indicate significant features that have the most impact on the classification.

Statistical considerations.

We compared baseline demographics between patients. Statistical significance
was tested between the groups using a chi-square test for categorical variables. The
other categorical variables are presented as numbers (percent) and were compared by
using unpaired Student’s t-tests. All analyses were two-sided, and values of $P$ less than
0.05 were considered statistically significant. To quantify the validation performance,
we estimated the area under the curve (AUC) and the sensitivity, specificity, and
accuracy with 95% confidential intervals from the ROC curves. Accuracy was evaluated
for the optimal operating point on the ROC curve that maximized the sensitivity and
specificity. We averaged the AUC, sensitivity, specificity, and accuracy of the fivefold
subsets to incorporate the uncertainty when selecting cutoff points. The 95% CI was
estimated by bootstrapping 1,000 random and variable sampled instances. All training
and validation were implemented using MATLAB R2020a and performed on an
NVIDIA GeForce RTX 2080 Ti platform.
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21,292 ECGs of 9,284 participants

4,274 ECG of 1,419 participants excluded
- Patients without NYHA information
- Patients with pacemaker implantation
- Poor ECG recordings

17,018 ECG of 7,865 participants used for analysis
- Control: 13,560 ECG measurements of 5,155 participants
- NYHA I: 1,245 ECG measurements of 1,033 patients
- NYHA II: 1,323 ECG measurements of 1,066 patients
- NYHA III+IV: 890 ECG measurements of 611 patients

Training data set (80%)
(44,219 heartbeats)

Validation data set (20%)
(4913 heartbeats)

Development of CNN model
Division of all heartbeats into 5 groups for 5-fold cross validation

Evaluation of CNN model
Division of all participants into 5 groups for 5-fold cross validation

Training data set (80%)
- Control: 4,124 participants
- NYHA I: 826 patients
- NYHA II: 853 patients
- NYHA III+IV: 489 patients

Test data set (20%)
- Control: 1,031 participants
- NYHA I: 207 patients
- NYHA II: 213 patients
- NYHA III+IV: 122 patients
The diagram illustrates a convolutional neural network (CNN) for classifying cardiac events based on ECG signals. The network architecture includes:

1. **Input Layer**: Receives ECG signals.
2. **Conv1 + ReLU1**: Initial convolutional layer with ReLU activation.
3. **Pooling1**: Spatial down-sampling using max-pooling.
4. **Conv2 + ReLU2**: Second convolutional layer with ReLU activation.
5. **Pooling2**: Second spatial down-sampling using max-pooling.
6. **Conv3 + ReLU2**: Third convolutional layer with ReLU activation.
7. **Pooling2**: Third spatial down-sampling using max-pooling.
8. **Conv4 + ReLU4**: Fourth convolutional layer with ReLU activation.
9. **Pooling4**: Fourth spatial down-sampling using max-pooling.
10. **FC1**: Fully connected layer.
11. **FC2**: Second fully connected layer.
12. **Softmax**: Output layer with softmax activation for classification.

The network is designed to learn features from the input ECG signals and classify them into different categories based on NYHA (New York Heart Association) classifications: NYHA I, NYHA II, NYHA III-IV.
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