Neuroanatomic markers of post-traumatic epilepsy based on magnetic resonance imaging and machine learning
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Abstract

Although post-traumatic epilepsy (PTE) is a common complication of traumatic brain injury (TBI), the relationship between these conditions is unclear, early PTE detection and prevention being major unmet clinical challenges. This study aims to identify imaging biomarkers that distinguish PTE and non-PTE subjects among TBI survivors based on a magnetic resonance imaging (MRI) dataset. We performed tensor-based morphometry to analyze brain shape changes associated with TBI and to derive imaging features for statistical group comparison. Additionally, machine learning was used to identify structural anomalies associated with brain lesions. Automatically generated brain lesion maps were used to identify brain regions where lesion load may indicate an increased incidence of PTE. Statistical analysis suggests that lesions in the temporal lobes, cerebellum, and the right occipital lobe are associated with an increased PTE incidence.

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.
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1. Introduction

The onset of post-traumatic epilepsy (PTE) after traumatic brain injury (TBI) is relatively common [40]. Epidemiological studies have found that PTE accounts for 10-20% percent of all symptomatic epilepsies in the general population and ~5% of all epilepsies [20, 43]. Significant risk factors for seizure onset over one week after TBI include the occurrence of seizures within the first week, acute intra-cerebral (especially subdural) hematoma, brain contusion, greater injury severity, and age over 65 at the time of injury [9]. As many as 86 percents of patients with one seizure early after TBI experience a second one within the next two years [33].

Despite the reported relationship between TBI and PTE, identifying biomarkers of epileptogenesis after TBI is still a fundamental challenge. Preliminary studies in adult male Sprague-Dawley rats indicate the potential involvement of the perilesional cortex, hippocampus, and thalamus in PTE and demonstrated the potential of leveraging MRI analysis to find PTE biomarkers [23, 44]. Previous MRI studies have shown correlations between PTE incidence and (a) the presence of lesions in \( T_2 \)-weighted scans, (b) injury severity and (c) injury type [4, 12, 15, 42]. Studies of PTE reported correlations between PTE and the existence of frontal, parietal, and temporal lesions [47, 1, 48, 16, 50]. Nevertheless, the association between PTE and lesion size or location remains poorly understood. Additionally, the heterogeneous nature of TBI injury types, pathology, and lesions present additional
challenges to biomarker discovery. Because the locations, spatial extent, and content of lesions vary considerably between patients with vs. without PTE, there is no complete spatial overlap of injury profiles across the two groups. This heterogeneity needs to be accounted for in statistical analyses due to its potentially confounding effect. The prediction of post-traumatic seizure onset and frequency based on neurological and radiological examinations has been only moderately successful and more research is needed to understand the relationship between TBI and PTE [46, 45, 17, 14, 24]. Thus, the identification of imaging biomarkers can help in developing better PTE prediction strategies.

This study uses multimodal MRI to identify location- and contrast-related biomarkers of PTE. We perform two analyses aimed at characterizing changes in brain structure using two distinct strategies:

- **Morphometric Analysis**: We performed a population analysis of morphometric changes in the brain associated with TBI. In contrast to the lesion analysis described below, this analysis focuses on identifying changes in brain shape rather than alterations in tissue composition.

- **Lesion analysis**: We use a machine learning (ML) method for identifying abnormal contrasts in multimodal MR images, which are indicative of lesions and tissue abnormalities such as edema, hematoma, and hemorrhage.
2. Materials and methods

2.1. Data

We used three datasets in this study: 1) the Maryland TBI MagNeTs dataset [19], including 74 subjects used for statistical comparison and the remaining 41 subjects (total 114) were used for training the neural network; 2) the TRACK-TBI Pilot [52] dataset including 97 subjects were used for training the neural network; and 3) the ISLES (The Ischemic Stroke Lesion Segmentation) dataset with manually delineated lesions [39], were used as validation data for measuring the accuracy of our lesion delineation method. Information about these three datasets is provided below.

2.1.1. Maryland MagNeTs data

The total number of subjects available from this dataset was 115. The dataset was collected as a part of a prospective study that includes longitudinal imaging and behavioral data from TBI patients with a Glasgow Coma Scores (GCS) in the range of 3-15 (mild to severe TBI). Injury mechanisms included falls, bicycle or sports accidents, motor vehicle collisions, and assaults. The individual or group-wise GCS, injury mechanisms, and clinical information is not shared. The imaging data are available from FIT-BIR (https://fitbir.nih.gov), with FLAIR, $T_1$, $T_2$, diffusion, and other modalities available for download. In this study, we used imaging data acquired within 10 days after injury, and seizure information was recorded using follow-up appointment questionnaires. Exclusion criteria included a history of white matter disease or neurodegenerative disorders including multiple sclerosis, Huntington’s disease, Alzheimer’s disease, Pick’s disease, and a
history of stroke or brain tumors.

Imaging was performed on a 3T Siemens TIM Trio scanner (Siemens Medical Solutions, Erlangen, Germany) using a 12-channel receiver-only head coil. For statistical analysis, we used 37 subjects with epilepsy (26M/11F) from this dataset and 37 randomly selected subjects without epilepsy (distinct from the set used to train the lesion detection algorithm; 27M/10F) from the same dataset [19]. The age range for the epilepsy group was 19-65 years (yrs) and 18-70 yrs for the non-epilepsy group. The analysis of population differences was performed using the $T_1$-weighted, $T_2$-weighted and FLAIR MRIs in the Maryland TBI MagNeTs dataset [19]. The remaining 41 subjects with TBI but without PTE used for training the machine learning algorithm.

2.1.2. TRACK-TBI Pilot dataset

This is a multi-site study with data across the injury spectrum, along with CT/MRI imaging, blood biospecimens, and detailed clinical outcomes [52]. Patients were scanned at 3T and their information was collected according to the 26 core Common Data Elements (CDEs) standard developed by the neuroimaging working group, including 93 CDEs. The 3T research MRI scanners were manufactured by General Electric, Phillips, and Siemens. The MRI protocols complemented the CDE tiers used in the Alzheimer’s Disease Neuroimaging Initiative (ADNI) with $T_R/T_E = 2200/2.96$ ms, an effective $T_I$ of 880 ms, an echo spacing time of 7.1 ms, a bandwidth $240 Hz/pixel$, a total scan time of 4 minutes and 56 seconds. The $T_1$-weighted sequence adapted for non-ADNI studies was adopted because the MP-RAGE (magnetization-prepared rapid gradient-echo) sequence with 180-degree radio-frequency pulses was a key component of the ADNI MRI
protocol and increased the probability of obtaining at least one high-quality morphometric scan at each examination.

To train the machine learning algorithm, we used 2D slices of brain MRIs from a combined group of 41 subjects (33M/8F, age range 18-82 yrs) with TBI but without PTE from the Maryland TBI MagNeTs study (excluding the 74 subjects used for statistical testing) [19] and 97 subjects with TBI but without epilepsy from the TRACK-TBI Pilot study [52] (70M/27F, age range 11-73 yrs), available for download from https://fitbir.nih.gov.

2.1.3. ISLES dataset

For validation of the ability of the machine learning algorithm to identify lesions, we used 15 subjects from the ISLES (The Ischemic Stroke Lesion Segmentation 2015) database. The data is available for download at http://www.isles-challenge.org/ISLES2015. This dataset was used because it provides manually delineated lesions as ground truth [39]. The data consists of T1, T2, and FLAIR images as well as manual delineations of the lesions. Imaging was performed on 3T scanners manufactured by Phillips systems with routine clinical acquisition parameters.

2.2. Pre-processing

The pre-processing of all three datasets was performed using the BrainSuite software (https://brainsuite.org). The three modalities ($T_1$, $T_2$, FLAIR) were co-registered to each other by registering $T_2$ and FLAIR to $T_1$, and the result was co-registered to the MNI atlas by registering $T_1$ images to the MNI atlas using a rigid (translation, scaling and rotation) transformation model. As a result, we have all three modality images in MNI space at $1 \text{ mm}^3$. 
resolution. Skull and other non-brain tissue were removed using BrainSuite. Brain extraction was performed by stripping away the skull, scalp, and any non-brain tissue from the image. This was followed by tissue classification and generation of the inner and pial cortex surfaces. Subsequently, for training and validation, all images were reshaped into 128 × 128 pixel images and histogram-equalized to a lesion free subject.

The extracted cortical surface representations and brain image volumes for each subject were jointly registered to the BCI-DNI Brain Atlas (http://brainsuite.org/svreg_atlas_description/) using BrainSuite’s Surface-Volume Registration (SVReg18a) module [29, 28]. SVReg uses anatomical information from both the surface and volume of the brain for accurate automated co-registration, which allows consistent surface and volume mapping to a labeled atlas. This co-registration establishes a one-to-one correspondence between individual subjects’ T\textsubscript{1} MRIs and the BCI-DNI brain atlas. The deformation map between the subject and the atlas encodes the deformation field that transforms images between subject and atlas.

2.3. Tensor-based morphometry

To perform a morphometric analysis that compares the brain shapes of PTE patients to those of non-PTE participants, we used tensor-based morphometry (TBM) [11, 22]. TBM is an established neuroimaging method that identifies regional differences in brain structure in groups or individuals relative to a control group using the determinant of the Jacobian matrix computed from the deformation field; the latter defines a nonlinear mapping that warps the brain into a common (atlas) space [5, 38]. Regions of the brain that differ most from the reference atlas brain will be characterized.
by significantly smaller (e.g., atrophy/tissue loss) or larger (e.g., enlarged ventricles) Jacobian determinants relative to healthy controls (HCs).

We used Brainsuite’s TBM pipeline to map structural brain changes resulting from TBI to identify regions that are more strongly associated with the onset of PTE [21, 11]. The Jacobians are computed from the deformation fields associated with the cortically constrained volumetric subject-to-atlas registration described above. We applied 3-mm standard deviation (7 mm full width at half-maximum, or FWHM) isotropic smoothing to the Jacobian determinant maps to account for residual misregistration and to increase statistical power.

We analyzed the Jacobian determinants at each voxel in two ways: (1) a t-test to determine if there are differences in the mean local shape across the PTE and non-PTE groups, (2) an F-test to determine if there are group differences in the variances of this measure. The null hypothesis for (1) was that the mean of the Jacobian determinants is the same in the PTE and non-PTE groups. For (2), the null hypothesis was that the variance of Jacobian determinants in the PTE and non-PTE groups is the same.

The t-test would reveal if there are consistent TBI-related brain shape differences between the PTE and non-PTE groups. Since trauma affects different areas of the brain in different subjects across groups, it seems unlikely that consistent localized differences between the two groups should be observed. For this reason, we also included the F-test, which would allow us to observe larger variances in localized shape differences in the PTE group in regions at higher risk for developing PTE foci. Since there may be more than one such region, only a subset of PTE subjects would have TBI-related...
variance difference in any particular area, leading to a larger variance across the PTE group in these areas relative to the non-PTE group.

2.4. Lesion-based analysis

To complement the TBM analysis—which captures morphometric brain changes—we also performed a lesion-based analysis to analyze changes in the underlying tissue microstructure, edema, and other TBI-related factors revealed by MRI contrast changes. For lesion mapping, we use multimodal MR images ($T_1$, $T_2$, FLAIR) and machine learning (ML) to automatically identify and delineate abnormal tissues. Lesions can be identified by visual inspection after extensive training, but this time-consuming process makes ML an attractive alternative. Approaches based on supervised ML have already achieved noticeable success, reaching high accuracy for lesion detection [37, 30, 41]. However, many manual lesion delineations are required to train supervised machines. Unsupervised approaches, on the other hand, do not require labeled data but are typically less accurate.

A popular unsupervised ML approach to lesion identification leverages a form of deep learning (DL) neural network known as a variational auto-encoder (VAE) [7, 31]. By training the VAE using nominally normal imaging data, the network learns to encode only normal images. As a result, the associated image ‘decoder’ can reconstruct normal images. When presented with images containing lesions or anomalies, the VAE encodes and reconstructs the image as if it contained only normal structures, as illustrated in Figure 1. Lesions can then be identified from the differences between original and VAE-decoded images. In practice, VAEs exhibit some degree of robustness to outliers (in our case, lesions) in the training data.
Figure 1: The VAE network and an input/output sample pair from the ISLES dataset. \(\tilde{X}\) denotes the input data, \(\tilde{Z}\) denotes its low-dimensional latent representation. The VAE consists of an encoder network that computes an approximate posterior \(q_\phi(\tilde{Z}|\tilde{X})\), and a decoder network that computes \(p_\theta(\tilde{X}|\tilde{Z})\). The VAE model takes \(T_1\), \(T_2\), and FLAIR images from individual subjects (left), compresses them to generate a latent representation (\(Z\)), and regenerates three images (right). The VAE is trained on a dataset that contains few lesions. After training, when presented with a new lesioned brain, the reconstruction effectively removes the lesion from the image resulting in a normal (lesion-free) version of the brain.

To identify lesion-based PTE biomarkers, we trained the VAE using the \(T_1\)-weighted, \(T_2\)-weighted, and FLAIR MRIs in the Maryland TBI MagNeTs dataset [19]. The lesions were delineated based on VAE reconstruction error in the FLAIR images. We used the VAE for unsupervised delineated of lesions in these two groups. A detailed description and validation of our method are available elsewhere [2]. The VAE is a directed probabilistic graphical model whose posteriors are approximated by a neural network.

Since a VAE learns a general pattern in the training data, its encoder does
not encode the lesion and its decoder reconstructs a lesion-free version of the image. The difference between the input and output (reconstructed) images can then reveal the locations of lesions as well as other pathology which may include hematoma, edema, and hemorrhage. We used a combination of the Maryland TBI MagNeTs data and TRACK-TBI Pilot data to train our VAE. These datasets are not lesion-free but a VAE can handle occasional lesions in the training set since it has some robustness. To ensure this, we compared its performance to our proposed robust VAE [2, 3] and confirmed that there was no significant difference between their results. In the following, we refer to this procedure of computing differences of input and reconstructed brains as ‘lesion mapping’. We then investigate the relationship between the sizes and locations of lesions and PTE onset.

For the VAE’s architecture, we used the convolutional neural network (CNN) proposed in [32] that consists of three consecutive blocks of convolutional layers, a batch normalization layer, a rectified linear unit (ReLU) activation function and two fully-connected layers in the bottleneck for the encoder. For the decoder, we used a fully-connected layer and three consecutive blocks of deconvolutional layers, a batch normalization layer and a ReLU with a final deconvolutional layer (Figure 1). The size of the input layer is $3 \times 128 \times 128$. The VAE error indicates deviation from normal tissue and therefore we refer to it as VAE lesion map, was then warped to the BCI-DNI atlas space by applying the deformation field computed during the registration process to the atlas during preprocessing.

Similar to the TBM analysis, we analyzed the VAE lesion maps using two methods: (1) a $t$-test of whether there are differences in the means of VAE
lesion maps between the PTE and non-PTE groups, (2) an F-test to determine whether there are statistically significant differences in the variances of lesion maps between the PTE and non-PTE TBI groups.

Additionally, we performed a regional analysis by quantifying lesion volume from binarized lesion maps in each lobe using our USCLobes brain atlas ([http://brainsuite.org/usclobes-description](http://brainsuite.org/usclobes-description)). This atlas consists of lobar delineations (left and right frontal, parietal, temporal, and occipital lobes, as well as the bilateral insulae and cerebellum). To identify the lesions as binary masks in each lobe, a one-class support vector machine (SVM) [53] applied to the VAE lesion maps at each voxel and across subjects to identify subjects with abnormally large errors at that voxel. One-class SVM is a commonly used unsupervised learning algorithm for outlier detection [53, 13]. We used the outliers marked by the one-class SVM as lesion delineations and computed lesion volumes per lobe by counting the number of outlier voxels in each lobe for each subject.

Since lesion locations vary across subjects, some subjects in either group have healthy-appearing tissue at a given location in the brain whereas some have lesions. However, if lesions in a brain region increase the chance of PTE, then in that region, we would expect to see a greater heterogeneity of image intensities across the PTE than in the non-PTE group, leading to an increase in variance. To test this hypothesis at each voxel, we performed an F-test on the lesion maps. The resulting p-values were corrected for multiple comparisons using Benjamini and Hochberg’s false discovery rate (FDR) procedure [6].
2.4.1. Validation of VAE lesion detection

After training the VAE, we evaluated its performance using the ISLES dataset. We calculated the pixel-wise absolute reconstruction error and applied median filtering to the resulting image to remove isolated pixels. Ground truth was defined using hand-traced delineation of lesions on FLAIR images [39]. We then generated ROC (receiver operating characteristics) curves and computed the AUC (area under the curve) based on concordance between pixels in the labeled lesions and those pixels in which the absolute error image exceeded a given threshold. The ROC curves were generated by varying the lesion threshold intensity in the error image to control the true and false-positive rates. We also generated reconstruction error maps for the Maryland MagNeTs test set and used these for the lesion mapping analysis described above.

3. Results

3.1. TBM-based analysis

The results of TBM analysis using a $t$-test of Jacobian determinant maps are shown in Figure 2 while the results for the F-test are shown in Figure 3. As anticipated, in the case of the $t$ statistic map, TBM analysis results did not survive multiple comparison corrections for the false discovery rate (FDR) using the Benjamini-Hochberg procedure [6]. This may be because of the heterogeneity of lesion locations and sizes across both groups. In contrast, the F-test is sensitive to significant differences in variance between the two groups and does show regions where the Jacobian determinant is significantly different, even after FDR correction ($q = 0.05$). The voxels close to the pial...
Figure 2: Three orthogonal views through the $t$ statistic map thresholded at $p = 0.05$ (uncorrected) for TBM analysis using Jacobian determinants. No regions in the map survived multiple comparisons corrections using FDR ($q = 0.05$) surface associated with significant differences may indicate group differences in the locations of edema, hematoma, or hemorrhage and may, therefore, be associated with an an increased risk for PTE.

3.2. Lesion-based analysis

The VAE model was trained using the independent set of 138 non-PTE training subjects, and its performance was measured using ROC analysis on the ISLEs dataset (Figure 4). Due to the infrequent occurrence of lesions in the training data, the VAE was able to prevent reconstruction of lesions so that they appeared in the error map as shown in Figure 4, where we illustrate performance for cases where lesions are present. Note that the reconstructed images in (b) are ‘de-lesioned’ approximations of the input images in (a). The normal tissues are reconstructed, whereas the anomalies and lesions are not. The error maps in (c) are indicative of anomalies in the brain. The error maps after median filtering in (d) show reasonable correspondence with the
Figure 3: Three orthogonal views through the F-statistic map thresholded at $q = 0.05$ (FDR-corrected) for TBM analysis using Jacobian determinants.
Figure 4: Reconstruction results obtained by applying the VAE to the ISLES dataset:
(a) sample slices from input images; (b) slices reconstructed from the VAE; (c) difference between input and reconstructed images; (d) error maps after applying median filtering to reduce the occurrence of spurious voxels; (e) manually delineated lesion masks used as ground truth to evaluate VAE performance.
Figure 5: Orthogonal views through the \( t \)-statistic map, thresholded at \( p = 0.05 \) (uncorrected), comparing lesion maps for the PTE and non-PTE groups.

ground truth (e). The AUC for the lesion detection ROC study on the ISLEs data was 0.81. The trained model was then applied to the study population of 37 PTE and 37 non-PTE subjects.

Mapping the results of \( t \)-test on VAE-computed absolute reconstruction errors shows differences in the left temporal and right frontal lobes (Figure 5). However, these results do not survive correction for multiple comparisons (\( q = 0.05 \)). As explained earlier, this is likely because of the heterogeneity of lesions across both groups reduces the power of the \( t \)-test that compares the means of the two populations.

On the other hand, the results of the F-test showed significant differences between groups in both left and right temporal lobes. We also saw significant differences in the right occipital lobe and the cerebellum (Figure 6). The results of the lobar analysis (Table 1) were consistent with voxel-wise analysis, showing an increased variance in the PTE population relative to non-PTE subjects in the left and right temporal lobes, right occipital lobe, and cerebellum.
Figure 6: Orthogonal views through the F-statistic map, thresholded at $q = 0.05$ (FDR-corrected), comparing lesion maps for the PTE and non-PTE groups.
### Lobe Percentages of lobe volumes in PTE and non-PTE subjects

<table>
<thead>
<tr>
<th>Lobe</th>
<th>Percentages of lobe volumes in PTE subjects median (std)</th>
<th>Percentages of lobe volumes in non-PTE subjects median (std)</th>
<th>P-value (F-test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Temporal</td>
<td>4.746 (1.496)</td>
<td>4.803 (0.819)</td>
<td>0.002648</td>
</tr>
<tr>
<td>Left Temporal</td>
<td>4.993 (1.223)</td>
<td>4.871 (0.7661)</td>
<td>0.01704</td>
</tr>
<tr>
<td>Right Occipital</td>
<td>4.131 (1.749)</td>
<td>4.724 (1.225)</td>
<td>0.04928</td>
</tr>
<tr>
<td>Left Occipital</td>
<td>4.336 (1.358)</td>
<td>4.384 (1.001)</td>
<td>0.07867</td>
</tr>
<tr>
<td>Right Frontal</td>
<td>4.794 (1.416)</td>
<td>4.897 (1.868)</td>
<td>0.9497</td>
</tr>
<tr>
<td>Left Frontal</td>
<td>5.251 (1.646)</td>
<td>5.016 (1.399)</td>
<td>0.3054</td>
</tr>
<tr>
<td>Right Parietal</td>
<td>4.794 (1.416)</td>
<td>4.897 (1.868)</td>
<td>0.6491</td>
</tr>
<tr>
<td>Left Parietal</td>
<td>4.610 (1.183)</td>
<td>4.859 (1.320)</td>
<td>0.817</td>
</tr>
<tr>
<td>Right Insula</td>
<td>5.319 (1.259)</td>
<td>5.147 (1.383)</td>
<td>0.6491</td>
</tr>
<tr>
<td>Left Insula</td>
<td>5.082 (1.067)</td>
<td>4.612 (1.045)</td>
<td>0.817</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>4.758 (1.269)</td>
<td>5.046 (0.8524)</td>
<td>0.03532</td>
</tr>
</tbody>
</table>

Table 1: Average lesion volumes as measured by identifying lesions using a one-class SVM on the VAE lesion maps. Red indicates cases of significant differences in the variance of lesion volume between PTE and non-PTE (F-test). The FDR-corrected p-values are shown at a significance level of $\alpha = 0.05$. 
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4. Discussion and Conclusion

Our results are consistent with earlier TBI studies that show a relationship between lesion location and the probability of PTE onset. In particular, the F-test in our lesion study indicates a correlation between PTE presence and the frequency of lesion occurrence in temporal lobes, consistent with previous studies [47, 1, 48, 16, 50]. Interestingly, the TBM F-test shows areas of significant differences between groups that are, in large part, clustered on or just below the pial surface as well as in the cerebellum. Whereas the near-surface clusters could be false positives and need further investigation, this result may indicate the increased occurrence of edema or hematoma in acute TBI patients, which are known to alter cortex shape [25] and which may be associated with an increased chance for developing PTE. TBM and its extensions [5, 38] have been used for whole-brain analysis of structural abnormalities in TLE patients. Significant volume reductions were found in brain regions including the hippocampus, cingulate gyrus, precentral gyrus, right temporal lobe, and cerebellum [38]. Cross-sectional studies of children with chronic localization-related epilepsy (LRE) using traditional volumetric and voxel-based morphometry have revealed abnormalities in the cerebellum, frontal and temporal lobes, hippocampus, amygdala, and thalamus [8, 10, 18, 35, 36, 34, 49]. These studies also emphasize the role of the temporal lobe in PTE, while also providing further evidence for the role of temporal lobe lesions in PTE. The findings from our study further support this evidence for the involvement of the temporal lobe. Furthermore, studies like ours may assist or complement efforts to study post-traumatic metabolic crisis [51] or to localize post-traumatic epileptic foci for surgical resection via
electroencephalography (EEG) [26, 27]. The novel use of a VAE here to automatically delineate lesions may prove useful for future studies over the large datasets, or collections of datasets like FITBIR, where manual segmentation is very time-consuming and/or subject to large inter-rater variability.
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