Predicting antibiotic resistance in hospitalized patients by applying machine learning to electronic medical records
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40-word summary: Machine learning models were applied to large and diverse datasets of medical records of hospitalized patients, to predict antibiotic resistance profiles of bacterial infections. The models achieved high accuracy predictions and interpretable results regarding the drivers of antibiotic resistance.
Abstract

Background:
Computerized decision support systems are becoming increasingly prevalent with advances in data collection and machine learning algorithms. However, they are scarcely used for empiric antibiotic therapy. Here we accurately predict the antibiotic resistance profiles of bacterial infections of hospitalized patients using machine learning algorithms applied to patients’ electronic medical records.

Methods:
The data included antibiotic resistance results of bacterial cultures from hospitalized patients, alongside their electronic medical records. Five antibiotics were examined: Ceftazidime (n=2942), Gentamicin (n=4360), Imipenem (n=2235), Ofloxacin (n=3117) and Sulfamethoxazole-Trimethoprim (n=3544). We applied lasso logistic regression, neural networks, gradient boosted trees, and an ensemble combining all three algorithms, to predict antibiotic resistance. Variable influence was gauged by permutation tests and Shapely Additive Explanations analysis.

Results:
The ensemble model outperformed the separate models and produced accurate predictions on a test set data. When no knowledge regarding the infecting bacterial species was assumed, the ensemble model yielded area under the receiver-operating-characteristic (auROC) scores of 0.73-0.79, for different antibiotics. Including information regarding the bacterial species improved the auROCs to 0.8-0.88. The effects of different variables on the predictions were assessed and found consistent with previously identified risk factors for antibiotic resistance.

Conclusions:
Our study demonstrates the potential of machine learning models to accurately predict antibiotic resistance of bacterial infections of hospitalized patients. Moreover, we show that rapid information regarding the infecting bacterial species can improve predictions substantially. The implementation of such systems should be seriously considered by clinicians to aid correct empiric therapy and to potentially reduce antibiotic misuse.
Introduction

Antibiotic resistance is a major threat to public health. Substantial increases in antibiotic resistance rates have sprung concerns and bleak estimates as to the future of effective antibiotic treatment [1]. The emergence of antibiotic resistance is mainly shaped by the evolutionary forces of genetic variation (i.e. mutations and horizontal gene transfer) and selection exerted by antibiotic usage. Correspondingly, antibiotic consumption has been repeatedly correlated with increases in antibiotic resistance rates [2]. However, decreases in antibiotic consumption can revert bacterial populations to antibiotic susceptibility, likely due to the fitness cost that antibiotic resistance incurs [3]. Hence, a straightforward intervention to reduce the burden of antibiotic resistance is to decrease antibiotic consumption, for example by reducing inappropriate antibiotic use during empiric therapy [4].

Empiric antibiotic therapy is the commencement of antibiotic therapy before a patient’s precise etiology, source of infection, or antibiotic resistance profile of the infecting pathogen, are confirmed [5]. It is both crucial, as immediate action might be necessary, and by definition based on educated guesses, as it is mostly derived from partial data available to doctors. Two main types of errors occur during empiric therapy – the prescription of inefficient antibiotics (i.e. the antibiotics prescribed do not clear the bacterial pathogen due to its resistance to them), or prescription of antibiotics with too broad of a coverage (i.e. antibiotics with lower coverage would suffice to treat the infection).

The first type of error has more immediate and obvious consequences: treatment with inefficient antibiotics will allow bacteria to keep infecting the patient, putting them at higher risk [6-8]. Furthermore, patients with incorrectly treated infections may be able to keep spreading antibiotic resistance bacteria, causing even greater harm in the future [9]. The second type of error is perhaps not as immediately pronounced but could be detrimental to public health in the long-run. High frequency usage of broad-spectrum antibiotics is likely to increase the frequency of resistance to such antibiotics in the population, as has been observed repeatedly [10-13], rendering these antibiotics less efficient due to accumulated levels of resistance in the population. In turn, this can increase the rate of incorrect empiric therapy of the first kind [14, 15], and lead to increased broad-spectrum antibiotic usage, forming a positive feedback loop of frequent broad-spectrum antibiotic prescription and increased resistance [16, 17]. Moreover, patients treated with broad-spectrum antibiotics can have a substantial part of their microbiome eliminated, enabling subsequent colonization by dangerous and persistent pathogens such as Clostridium difficile [18, 19].

A major possible improvement of empiric therapy can stem from using the large amounts of medical data, which are becoming more accessible, in conjunction with machine learning (ML) algorithms. This
approach of integrating ML models based on big medical datasets into medical decision making is gaining traction lately and is recognized likely being a part of future treatment in many medical fields [20]. Various studies have identified risk factors for antibiotic resistant infections based on patient comorbidities, demographics, previous received treatments and other patient characteristics [21]. However, identification of risk factors is not necessarily equivalent to highly accurate prediction. Indeed, substantially fewer works have produced models trying to predict antibiotic resistance of infecting bacteria based on patient data. Despite the high quality of many of these studies, they often lacked large datasets [22-24], were limited to a specific types of infection [24-27], pertained only to few bacterial species [23], or only to outpatients [25].

In this work we used electronic medical records of patients hospitalized in Rabin Medical Center, Israel, to predict the antibiotic resistance of bacterial infections. The dataset contained over 16,000 antibiotic resistance tests of bacterial cultures of hospitalized patients with various types of infections, bacterial species, and examined antibiotics. We applied three ML models, and an ensemble combining their results, to predict antibiotic resistance of five antibiotics commonly tested for resistance – Ceftazidime, Gentamicin, Imipenem, Ofloxacin and Sulfamethoxazole-Trimethoprim. We show that accurate antibiotic resistance prediction is possible by using electronic medical records, and that a substantial increase in prediction accuracy occurs if information regarding the infecting bacterial species is available. Finally, we compare the different variables most influencing antibiotic resistance prediction, and explore their effects on resistance probability using two forms of variable influence analysis of the ML models.
Results

We retrieved medical records of patients which had positive bacterial culture results, from Rabin Medical Center in Israel, from the period between May 2013 and December 2015. The dataset included the bacterial species isolated from the patients and their resistance profiles to the antibiotics tested, as well as the patients’ demographics, comorbidities, hospitalization records and previous antibiotic usage within the hospital (see Methods). In this study we focused on predicting resistance to the five antibiotics most commonly tested for resistance in our dataset: Ceftazidime, Gentamicin, Imipenem, Ofloxacin and Sulfamethoxazole-Trimethoprim (Sul-Trim). All data in the table are aggregated across unique samples.

<table>
<thead>
<tr>
<th></th>
<th>Ceftazidime</th>
<th>Gentamicin</th>
<th>Imipenem</th>
<th>Ofloxacin</th>
<th>Sulfamethoxazole-Trimethoprim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples, n</td>
<td>2942</td>
<td>4360</td>
<td>2235</td>
<td>3117</td>
<td>3544</td>
</tr>
<tr>
<td>Resistance, %</td>
<td>42</td>
<td>32</td>
<td>16</td>
<td>47</td>
<td>50</td>
</tr>
<tr>
<td>Age, mean (sd), years</td>
<td>72 (16)</td>
<td>72 (16)</td>
<td>72 (16)</td>
<td>72 (17)</td>
<td>72 (16)</td>
</tr>
<tr>
<td>Female, %</td>
<td>42</td>
<td>41</td>
<td>40</td>
<td>43</td>
<td>42</td>
</tr>
<tr>
<td>Most common bacterial species</td>
<td>Escherichia coli (29%)</td>
<td>Escherichia coli (20%)</td>
<td>Escherichia coli (22%)</td>
<td>Escherichia coli (22%)</td>
<td>Escherichia coli (24%)</td>
</tr>
<tr>
<td>Second-most common bacterial species</td>
<td>Klebsiella pneumoniae (18%)</td>
<td>Klebsiella pneumoniae (12%)</td>
<td>Pseudomonas aeruginosa (18%)</td>
<td>Staphylococcus coag. neg. group (16%)</td>
<td>Klebsiella pneumoniae (15%)</td>
</tr>
<tr>
<td>Third-most common bacteria species</td>
<td>Pseudomonas aeruginosa (14%)</td>
<td>Staphylococcus coag. neg. group (12%)</td>
<td>Klebsiella pneumoniae (16%)</td>
<td>Klebsiella pneumoniae (13%)</td>
<td>Staphylococcus coag. neg. group (14%)</td>
</tr>
<tr>
<td>Latest hospitalization duration,</td>
<td>6.1 (10.4)</td>
<td>6.1 (10.2)</td>
<td>7.1 (11.4)</td>
<td>6.1 (10.4)</td>
<td>5.9 (10.1)</td>
</tr>
</tbody>
</table>
Table 1. Summary statistics of the dataset.

We split the data into a training set and a test set. The first 85% of each dataset (according to the sample date) were used for training the models while the rest 15% were used for testing the models. We found varying frequencies of antibiotic-resistance, between antibiotics and different bacterial species. The frequencies of antibiotic-resistance also fluctuated through time, yet average resistance frequencies remained similar in the training and test sets (see Figure 1).

Figure 1. Frequency of antibiotic resistance. (a) A heatmap showing the frequencies of antibiotic resistance for each antibiotic and bacterial species combination. Empty cells represent combinations for which there were fewer than 100 data points. (b) A time series plot of the frequency of antibiotic resistance observed in each month, for each antibiotic, across all bacterial species. Horizontal dashed lines represent the average resistance frequencies of each antibiotic, separately for the training set and the test set.

We applied ML algorithms to the data in order to generate models for predicting antibiotic resistance of bacterial cultures. We used a supervised ML approach to classify each isolated bacterial culture as either susceptible or resistant to each antibiotic (see Methods and Supplementary Material 2). The final model chosen for predicting antibiotic resistance was an ensemble, composed of three sub-models: L1
regularized logistic regression (LASSO), gradient-boosted decision trees and neural network. Each sub-model was trained separately, and the ensemble provided a prediction based on the average predictions of the sub-models. We examined the success of the ensemble in predicting antibiotic resistance in two data conformations: one where the ensemble was trained and evaluated separately on each antibiotic, and another where the ensemble was trained and evaluated on data containing all five antibiotics, combined. In addition, training and testing of the ensemble was performed once on a dataset that included the identity of the isolated bacterial species, and once on the same data, barring the identity of the isolated bacterial species.

The ensemble achieved high classification success both in terms of area under the receiver-operating-characteristic curve (auROC) and balanced accuracy (i.e., the unweighted average of the sensitivity and specificity rates; see Figures 2 and 3). In addition, the ensemble was found to slightly outperform the sub-models in most scenarios, especially when the identity of the isolated bacterial species was included in the data (see Figure 3).

**Figure 2. Receiver operating characteristic (ROC) curves of the ensemble.** ROC curves of the ensemble are presented separately for each antibiotic and for all antibiotics combined, for the datasets excluding (a) and including (b) the bacterial species’ identity. The legends show the area under the ROC curve (auROC) for each antibiotic, ordered from highest to lowest.
Figure 3. auROC and balanced accuracy scores of the ensemble and its sub-models. The auROC (a, b) and the balanced accuracy (c, d) of the ensemble and its three sub-models, based on data including the identity of the bacterial species (a, c) and on data excluding it (b, d). The legends show the score of each model, averaged over the five antibiotics, ordered from highest to lowest.

In contrast to classic statistical methods such as regression analysis, the influence of variables on model output is often difficult to gauge in ML models such as boosted trees and neural networks. We thus performed two types of analysis to determine the influence of variables on our ensemble model predictions. First, we performed a permutation-based variable importance analysis (see Methods). Briefly, each variable was randomly permuted to break its association with the outcome. Then, predictions were made using the new dataset with the permuted variable, and the change in the ensemble’s auROC was recorded. Variables for which permutations resulted in substantial decreases in auROC were deemed important. This analysis revealed that the two variables with the highest average...
effect (across all five antibiotics) were the proportion of past antibiotic resistance infections: previous same-bacterial species resistance to the same antibiotic (previous resistance - specific), and to any antibiotic (previous resistance - general) when including information of the bacterial species; previous any-bacterial species resistance to the same antibiotic (previous any-bacteria resistance – specific), and to any antibiotic (previous any-bacteria resistance – general) when excluding information about the infecting bacterial species (see Supplementary Material 3 and Supplementary tables S1 and S2).

Furthermore, we performed a Shapley Additive Explanations (SHAP) analysis [28] (see Methods). The SHAP analysis allowed us to estimate the marginal contribution of each variable to the final prediction of the ensemble. We performed the SHAP analysis separately for each of the five antibiotics tested, both with and without the information regarding the infecting bacterial species. We present the variables having a substantial contribution to prediction of antibiotic resistance (as defined in the Methods) for all five antibiotics in Figure 4. When information regarding the bacterial species was excluded, the two top-contributing variables were consistent with the permutation-based importance analysis – previous any-bacteria resistance - specific and general. These were followed by variables indicating whether the infection was nosocomial or community acquired, and whether the patient was previously treated in the hospital with antibiotics of the same family (antibiotics were categorized into: beta-lactams, fluoroquinolones, aminoglycosides, sulfonamides). Other important variables were the patients’ functioning and independence levels, and previous hospitalization duration. Similarly, when including data regarding the bacterial species, the average previous resistance of the same bacteria to the same/any antibiotic (previous resistance – specific/general, respectively) remained in the top-most affecting variables, alongside indicator-variables of the infecting bacterial species.

The SHAP analysis also allowed us to investigate whether the different variables in our model act to decrease or increase the probability of antibiotic resistance (Figure 4b,d). Reassuringly, the probability of resistance in our model increased in accordance to known risk factors of antibiotic resistance: previous antibiotic resistant infections, previous hospitalizations, nosocomial infections, previous antibiotic usage, location of sample derivation, and contraindications of patient independence (e.g. nursing home residence and dependence in feeding) [23, 25, 27, 29, 30]. When including information of the infecting bacterial species, additional patterns emerge. For example, while the presence of Acinetobacter Baumannii in cultures increases the probability of resistance, Staphylococcus Aureus decreases it. The patients’ sex was found to have only a minor effect over the resistance probability, with increased probability of resistance for males. The sample date, which was coded as a numeric
variable from the date of the earliest culture in the dataset, was also found to have some effect, probably due to the fluctuating resistance frequencies through time captured by our model.

Figure 4. Variable importance analysis using Shapley Additive Explanations (SHAP). (a, c) The absolute marginal contribution to predicted probabilities, normalized by the predicted population resistance prevalence (x-axis) is plotted for each antibiotic (color-coded), both for data excluding information on the bacterial species (a) and including it (c). The presented variables are those with an effect of at least 0.05 in any of the five antibiotics. (b, d) The marginal changes in predicted resistance probability derived from the same variables shown in (a, c), respectively, are plotted for all antibiotics combined, both for data excluding information on the infected bacterial species (b) and including it (d). Each row in panels (b,d) shows the distribution of the data in two dimensions, and each dot represents one sample: The color represents the value of the variable in a schematic scale from low value to high value (binary variables are represented by the two colors on the edges of the color-bar); the position on the x-axis represents the marginal change in probability of antibiotic resistance due to the variables’ value.
Discussion

ML is widely applied in various fields of medicine and is likely to become an invaluable part of medical decision making and treatment [20]. However, ML is scarcely used in aiding the decision of empiric antibiotic therapy. Only a handful of studies have previously utilized the prediction abilities of machine learning models for the rapid detection of antibiotic resistance from patient medical records.

Our work demonstrates the ability to predict antibiotic resistance from patient medical records with high accuracy, and extends previous research in the field in several ways: Rather than relying on a single algorithm, we use an ensemble combining several algorithms substantially differing in their underlying prediction methods (logistic regression, boosted decision trees and neural networks) to produce high-accuracy, robust results. Importantly, we perform a controlled procedure of hyper parameter selection on a training subset of the data and then continue to test our predictions on a disjoint, previously unexplored subset of the data. Furthermore, we predict antibiotic resistance on a large and heterogeneous dataset. It comprises more than 16,000 antibiotic resistance tests of bacterial cultures of hospitalized patients, tested for various antibiotics, and containing multiple bacterial species and infection sites.

Despite the heterogeneity of our data, we were able to train models that achieved highly competitive results: if information regarding the infected bacterial species was excluded we obtained auROC scores in the range of 0.73-0.79, while including the bacterial species yielded an even higher auROC scores in the range of 0.8-0.88. Previous studies which included information regarding the infecting bacterial species obtained auROC scores in the ranges of 0.6-0.83 for antibiotics comparable to those examined in our dataset [27, 31]. Other studies, restricted to one bacterial species or to only one type of infection, had auROC scores in the range of 0.7-0.83 [23-25]. Even when previous auROC results were comparable to those achieved in our study, previous studies did not have such a heterogenic dataset, containing patients with different infections, bacterial species and antibiotics. This added a substantial challenge, which was successfully tackled by our models, and is likely to decrease predictive power of methods used in other studies.

Finally, despite the complex nature of the models used, further complicated by their combination into an ensemble model, we were able to provide interpretation of the influence of different variables on the ensemble’s predictions. Reassuringly, most of the variables found influential in our analysis have been previously identified as increasing risk for antibiotic resistant infections. In addition to further validating our model against prior knowledge, understating which variables are influential can help indicate important drivers of antibiotic resistance. For example, the variables consistently highly ranked as
important in our models were those pertaining to previously resistant bacterial cultures. The importance of those variables might imply the persistence of resistant bacterial flora in patients, and may warrant further investigations into treatments restoring the normal bacterial flora after antibiotic treatments, especially in patients at risk for re-hospitalization [32]. However, such conclusions should be further investigated in other settings before concrete conclusions can be reached.

An especially important variable in our models was the identity of the bacterial species causing the infection. It is plausible that inherent biological differences, combined with different exposures to antibiotics, produce the substantial observed differences between resistance frequencies of different bacterial species (Figure 1), and hence rendered this information predictive in our models. Although not routinely performed in most hospitals, very rapid identification of the infecting bacterial species is possible, e.g. through PCR-based methods [33]. If our predictive model is to be implemented in real time in clinical settings, adding such rapid bacterial species identification tools might be cost-beneficial, given the improvement in our prediction results, and the major cost incurred by antibiotic resistant infections [34].

Additional potentially important variables are various community-derived risk factors for antibiotic resistant infections such as antibiotic use outside the hospital [25, 35, 36], patient location of residency [12], and other factors as microbiome composition, diet and exercise [37-40]. Unfortunately, these were not available to us and hence not included in our analysis. Our results can likely be improved by inclusion of such data, and future work should consider their inclusion when available.

To conclude, our results present an ML approach to predict antibiotic resistance of bacterial infections of hospitalized patients, using the patient’s electronic medical record. Our method autonomously identified known risk factors of antibiotic resistance, and provided high-accuracy predictions based on the complex interactions between them and other patient information. Applying our approach, and further developing it by incorporating additional patient data is paramount for achieving highly informed, personalized empiric antibiotic therapy. Such therapy should result in less antibiotic misuse, and hopefully aid the fight against antibiotic resistance.
Methods

Data processing and variable engineering

We processed the datasets described in the Results section and in Table 1, and created variables that were fed into the machine learning models. All categorical variables were one-hot encoded as dummy variables. A total of 322-448 variables were included in the processed dataset (depending on the categorical variables in each dataset, and on whether bacterial species information was included). A description of the variables that were concluded most important is available at Supplementary material 1. We considered intermediate resistance results as resistant for both simplicity of classification and under a conservative rationale, as is common practice [25].

Machine learning models

We used an ensemble model, composed of three sub-models: L1 regularized logistic regression (LASSO), gradient-boosted decision trees and neural network. Each sub-model was trained separately on the data and for each data point it provided a prediction: a number in the range 0-1. The ensemble prediction is the average of the predictions of these three models (Supplementary Material 2). Each data point input into the models contained the abovementioned variables as well as the susceptible or resistant binary label for a single antibiotic as the predicted variable. For each antibiotic, the data were divided to distinct training and test sets based on dates, so that the early 85% of the data were assigned to the training set.

Model evaluation

After performing the hyperparameter tuning and variable selection on the training set (using cross validation), the chosen models were applied to the test set. The ensemble’s predictions were compared to the actual resistance class of each data point to derive the auROC score. When computing the balanced accuracy score, we used the first 85% of the training set in order to train the ensemble, and the remaining 15% of the training set (validation set) in order to find the optimized prediction threshold \( \rho \in (0,1) \), under which each prediction was assigned to 1 if above \( \rho \) and to 0 if below \( \rho \). The thresholds were chosen to maximize the balanced accuracy score on the validation set. We then trained the ensemble on the entire training set and used it to predict results on the test set. We then compared the ensemble’s predictions to the actual class of each data point, and derived the balanced accuracy score.
Variable importance analysis – permutation tests

Each variable’s values were randomly permuted in the test set, while other variables kept as they were. After a permutation was performed, the auROC of the ensemble’s prediction on the test set was recalculated. The absolute difference of the resulting auROC from that obtained on the original test set was recorded. This was repeated 100 times (for each variable) and the average result was deemed as each variable’s importance score.

Variable influence analysis – Shapley Additive Explanations (SHAP)

We applied the SHAP analysis to the training sets, performing the analysis separately for each sub-model, and then averaging the results to obtain the ensemble’s scores (supplementary material 3). The SHAP values can be interpreted as the marginal change in the probability of resistance of each observation, derived for each variable.

Software used

All analyses were performed using Python 3.6.
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