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Abstract

Objectives: This study compares the performance of the artificial intelligence (AI) platform Chat Generative Pre-Trained Transformer (ChatGPT) to Otolaryngology trainees on board style exam questions.

Methods: We administered a set of 30 Otolaryngology board style questions to medical students (MS) and Otolaryngology residents (OR). 31 MSs and 17 ORs completed the questionnaire. The same test was administered to ChatGPT version 3.5, five times. Comparisons of performance were achieved using a one-way ANOVA with Tukey Post Hoc test, along with a regression analysis to explore the relationship between education level and performance.

Results: The average scores increased each year from MS1 to PGY5. A one-way ANOVA revealed that ChatGPT outperformed trainee years MS1, MS2, and MS3 (p = <0.001, 0.003, and 0.019, respectively). PGY4 and PGY5 otolaryngology residents outperformed ChatGPT (p = 0.033 and 0.002, respectively). For years MS4, PGY1, PGY2, and PGY3 there was no statistical difference between trainee scores and ChatGPT (p = .104, .996, and 1.000, respectively).

Conclusion: ChatGPT can outperform lower-level medical trainees on Otolaryngology board-style exam but still lacks the ability to outperform higher-level trainees. These questions primarily test rote memorization of medical facts; in contrast, the art of practicing medicine is predicated on the synthesis of complex presentations of disease and multilayered application of knowledge of the healing process. Given that upper-level trainees outperform ChatGPT, it is unlikely that ChatGPT, in its current form will provide significant clinical utility over an Otolaryngologist.
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Introduction

Current developments in artificial intelligence (AI) technology using advanced language models have generated a significant amount of public interest. Chat Generative Pre-Trained Transformer (ChatGPT), an AI-based language model developed by OpenAI, stands out for its ability to generate human-like responses in written format. Recent improvements to ChatGPT have garnered significant attention as this sophisticated AI platform finds its place in modern society. Fueled by vast databases, ChatGPT provides precise, personalized answers, a testament to its prowess in understanding the intricacies of human language. Based on this repository of knowledge, this language model effortlessly mirrors real-life conversations and boasts profound knowledge across diverse subjects(1).

The role of AI in medicine has been met with both hopeful intrigue as well as skepticism. AI-powered systems like ChatGPT can provide immediate access to information for patients and healthcare providers to augment healthcare decisions. ChatGPT seems to have an obvious role in patient education and medical education due to its ability to generate knowledgeable responses to fact-based questions with categorical answers. ChatGPT could possibly even play a direct role in augmenting patient care decisions and treatment. However, the accuracy and reliability of AI systems like ChatGPT has not yet been firmly established in medicine. Nevertheless, efforts continue to further develop this technology to determine if it holds value for patient care.

ChatGPT has been tested with a diverse list of standardized examinations, such as the uniform Bar Examination, the Scholastic Assessment test (SAT), the Graduate Record Examination (GRE), high school advanced placement exams and more(2). Despite medicine being filled with niche terminology, acronyms, and multidisciplinary topics, ChatGPT has been able to exhibit a broad knowledge of medicine. Indeed, ChatGPT was found to likely be able to
pass the USMLE Step 1 examination(3). With regards to subspecialty fields, the literature has shown that ChatGPT is passable or near passable in board exams for Ophthalmology, Pathology, Neurosurgery, Cardiology, and Otolaryngology(3-9); however, ChatGPT did quite poorly on the multiple-choice Orthopedic board exam(10). As a repository of advanced medical knowledge, ChatGPT underperformed in comparison to the widely used UpToDate medical reference(11). AI based language models could be a great tool when patients desire reliable information on upcoming procedures, information on prescriptions, and other aspects of their care that carry significant weight to the patient(12), but their utility in advanced medical decision making remains to be investigated.

This current project compares the performance of ChatGPT version 3.5 to medical trainees at a US medical school and residency on board style questions for the Otolaryngology – Head and Neck Surgery board exam. The spectrum of questions ranged from fundamental concepts learned during the infancy of medical school to the complexities of advanced medical and surgical patient management derived by the end of resident training. Our primary aim is to assess if and when ChatGPT can outperform human learners on Otolaryngology board style questions.

**Materials and Methods**

This study was exempt from requiring approval by the institutional review board at Indiana University. The study started collecting data on October 2nd, 2023, through January 5th, 2024. 30 multiple choice Otolaryngology board-style questions were asked to all years of medical students and Otolaryngology residents. The same questions were also asked to ChatGPT. Given that ChatGPT is a reiterative, learning-based model with a potential for different answers each time a question is asked, the test was administered to ChatGPT five times.
Questions were dispersed by using Google Forms to all medical students, years 1-4, (MS1-MS4) and Otolaryngology residents, years 1-5, (PGY1-PGY5) at Indiana University School of Medicine. Participants were blinded to the purpose of this exam to avoid bias, thus they were not provided informed consent on underlying purpose of the study. They were simply asked to answer questions to test the quality of the questions written. No compensation or incentives were provided for the completion of this questionnaire. The only identifying data collected was the education level of each participant (MS1-PGY5). At the beginning of the study, the participants were given clear instructions: “Thanks so much for taking the time to answer this 30-question quiz that covers topics within Otolaryngology. We ask that you take this quiz in one sitting and do not use outside resources. This will allow us to accurately evaluate the questions written.”

For ChatGPT, the model was prompted with the following: “You are a medical professional and I want you to pick an answer from the multiple-choice question I provide.” For example, in one administration, ChatGPT responded with: “Of course, I would be happy to help you with multiple choice questions related to medical topics. Please provide the question and its options, and I'll do my best to provide you with the correct answer and explanation.” Following this prompt, each of the 30 questions were provided one at a time. The answer and reasoning were recorded. The test was administered five times, once each day on five different days. This methodology was utilized to help capture the variability that language models can exhibit. We believe this allowed ChatGPT additional chances to retrieve the correct information within the vast databases it utilizes.

**Participants:** The 30-question survey was completed by medical students and Otolaryngology residents at Indiana University (n = 48) and ChatGPT model 3.5 (n = 5).
were 9 education level groups across the human participants, MS1 (n = 8), MS2 (n = 7), MS3 (n = 10), MS4 (n = 6), PGY1 (n = 4), PGY2 (n = 4), PGY3 (n = 4), PGY4 (n = 2), and PGY5 (n = 3). See Table 1.

Table 1 - Demographics of participants

<table>
<thead>
<tr>
<th>Level of Education</th>
<th>Number of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS 1</td>
<td>8</td>
</tr>
<tr>
<td>MS 2</td>
<td>7</td>
</tr>
<tr>
<td>MS 3</td>
<td>10</td>
</tr>
<tr>
<td>MS 4</td>
<td>6</td>
</tr>
<tr>
<td>PGY – 1</td>
<td>4</td>
</tr>
<tr>
<td>PGY – 2</td>
<td>4</td>
</tr>
<tr>
<td>PGY – 3</td>
<td>4</td>
</tr>
<tr>
<td>PGY – 4</td>
<td>2</td>
</tr>
<tr>
<td>PGY – 5</td>
<td>3</td>
</tr>
</tbody>
</table>

MS – Medical Student Year, PGY – Post graduate year

**Statistical analysis:** Statistical analysis was conducted using Statistical Package for the Social Sciences (SPSS). A one-way ANOVA was conducted to compare Otolaryngology Board Exam Scores between human participants at each medical education level and ChatGPT. The ANOVA was implemented to identify if group differences were present between the 9 education levels (MS1-PGY5) and ChatGPT. Tukey’s Honest Significant Difference Test (HSD) post hoc test was utilized to identify which of the 9 education levels (MS1-PGY5) differed to ChatGPT. A
regression analysis was conducted to explore the relationship between education level and score, specifically to explore whether education level predicted score.

Results

A regression revealed that the education level significantly predicted score $R^2 = .765$, $F(1, 46) = 150.003$, $p < .001$. The average score of human participants increased linearly as education level increased by years (MS1-PGY5) (MS1 = 28.75%; MS2 = 31.44%; MS3 = 36%; MS4 = 37.77%; PGY1 = 49.18%; PGY2 = 56.68%; PGY3 = 70.83%; PGY4 = 81.65%; PGY5 = 84.47%). See table 2.

Table 2 – Percent correct and mean difference between ChatGPT and Medical Trainees.

<table>
<thead>
<tr>
<th>Group A</th>
<th>Average % Correct</th>
<th>Group B</th>
<th>Average % Correct</th>
<th>Mean Difference (A-B)</th>
<th>Sig.</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChatGPT</td>
<td>54.66</td>
<td>MS1</td>
<td>28.75</td>
<td>25.91*</td>
<td>&lt;.001</td>
<td>8.40 - 43.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MS2</td>
<td>31.44</td>
<td>23.22*</td>
<td>.003</td>
<td>5.22 - 41.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MS3</td>
<td>36.00</td>
<td>18.66*</td>
<td>.019</td>
<td>1.83 - 35.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MS4</td>
<td>37.77</td>
<td>16.89</td>
<td>.104</td>
<td>-1.72 - 35.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PGY-1</td>
<td>49.18</td>
<td>5.49</td>
<td>.996</td>
<td>-15.13 - 26.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PGY-2</td>
<td>56.68</td>
<td>-2.01</td>
<td>1.000</td>
<td>-22.63 - 18.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PGY-3</td>
<td>70.83</td>
<td>-16.17</td>
<td>.242</td>
<td>-36.78 - 4.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PGY-4</td>
<td>81.65</td>
<td>-26.99*</td>
<td>.033</td>
<td>-52.70 - 1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PGY-5</td>
<td>84.47</td>
<td>-29.81*</td>
<td>.002</td>
<td>-52.25 - 7.36</td>
</tr>
</tbody>
</table>

MS – Medical Student Year, PGY – Post graduate year

The average score of ChatGPT was 54.66% across the 5 administrations. At times, ChatGPT did provide different answers to questions with different explanations. However, there was not a consistent increase in percent correct overtime. By mean, ChatGPT out-performed human participants from education level MS1-PGY1 but underperformed in comparison to PGY2-PGY5. See Fig 1.
A one-way ANOVA revealed that there were statistically significant differences in the average score between at least two of the 10 groups (F(9, 43) = [20.393], p < .001).

Tukey’s HSD test for multiple comparisons were implemented to identify which groups differed significantly from each other, particularly from ChatGPT. Results revealed that the score significantly differed between ChatGPT and MS1 (p < .001, 95% C.I. = 8.3905, 43.4295), MS2 (p = .003, 95% C.I. = 5.2228, 41.2115), MS3 (p = .019, 95% C.I. = 1.8278, 35.4922), PGY-4 (p = .033, 95% C.I. = -52.7016, -1.2784), PGY-5 (p = .002, 95% C.I. = -52.2496, -7.3637).

Results revealed that the score did not significantly differ between ChatGPT and MS4 (p = .104, 95% C.I. = -1.7154, 35.5020), nor between ChatGPT and PGY-1 (p = .996, 95% C.I. = -15.1302, 26.1002), nor PGY-2 (p = 1.000, 95% C.I. = -22.6302, 18.6002), nor PGY-3 (p = .242, 95% C.I. = -36.7802, 4.4502).

Discussion

Language-centric AI models, exemplified by ChatGPT, are gaining momentum for their ability to sustain coherent conversations, and demonstrating aptitude on standardized examinations. Powered by deep machine learning techniques and extensive textual data, ChatGPT iteratively enhances its abilities via user interactions and reinforcement learning. This research explicates ChatGPT’s deficiency in tackling complex medical multiple-choice questions, contrasting its performance with that of medical students and Otolaryngology trainees.

Findings reveal ChatGPT's superiority over beginners but eventual inferiority to seasoned residents on board-style questions targeting Otolaryngology knowledge, indicating a progressive convergence in performance.
One of the key findings that we believe challenged ChatGPT was the nuanced and context-dependent nature of medical questions. While it provided suitable explanations for its reasoning on specific queries, there were instances where it seemed to grapple with a lack of understanding or data support, leading to what appeared as a guess, misinformed, or ill-informed answer. This was seen through multiple repetitions of the question with either similar answer choice but different explanation and vice versa. While illustrating the robust power of this language model, these inconsistencies beg the questions about continued knowledge gaps in specific queries on AI language models. Thus, while the model demonstrated an impressive ability to generate human-like responses in natural language, it continues to struggle with the intricacies and subtleties inherent in otolaryngology, and perhaps medicine generally.

Different from the patterns shown by repeated administration to ChatGPT, medical learners exhibited marked growth in their knowledge base, showcasing a linear progression in their average correct responses on the exam over years of continued training. This aligns with our expectations, as their evolving domain-specific knowledge, clinical experiences, and the ability to interpret complex scenarios increases with seniority.

Further examining our findings, the interpretability of responses emerged as a critical factor in evaluating the performance of ChatGPT. Despite its ability to generate coherent and grammatically correct answers, deciphering the underlying reasoning process posed a significant challenge. For example, ChatGPT was able to identify the correct answer without offering the accurate explanation, and vice versa. Upon multiple assessments of the same question, the rationale and explanation underwent changes at times, resulting in a different answer choice.

This implies a potential learning process, where continuous exposure to queries builds on the model’s knowledge base, enabling it to generate more accurate responses, indeed, an avenue for
future research to investigate. Consequently, ChatGPT remains rudimentary in its ability to become the gold standard for querying medical questions. This may be in part due to its lack of a deep understanding of patient-specific factors, consideration of evolving clinical contexts, and the incorporation of the latest medical research, specifically in Otolaryngology. Future research should explore how AI language models can be trained to better perform answer medical queries. Further investigation should continue to be done to test the growth of ChatGPT as the model advances.

Human participants, in contrast, are adept at synthesizing information, applying critical thinking skills, and adapting responses to the intricacies of each scenario. This foundational skill is nurtured throughout the educational journey, particularly for individuals in the medical field. Resultantly, senior Otolaryngology residents demonstrate superior deductive abilities in answering multiple-choice questions compared to ChatGPT. Nevertheless, medical trainees historically rely on diverse study aids to cultivate this deductive ability and expand their knowledge base. As AI continues to advance, it is essential to acknowledge ChatGPT's potential applications and advantages. It excels in non-clinical settings where general knowledge and language understanding are crucial. Given time, ChatGPT's and other AI model’s knowledge is anticipated to expand. Thus, AI may acquire the capability to dynamically update its knowledge base in real-time, and use increasingly complex informational sources accurately, to emerge as an invaluable tool for medical learners and potentially even patients.

This introduces the avenue for future researchers to consider the ethical implications of AI in medicine. As we continue our efforts to attempt the integration of AI into medical decision-making processes, there remains much skepticism on its utility, and rightfully so. While AI offers unprecedented capabilities for analyzing vast amounts of patient data and providing
diagnostic insights, it also introduces a complex ethical dilemma. Accountability, transparency, and obsolescence of a profession are at the forefront of this multifaceted dilemma. In its current infancy, AI is non-threatening to a physician as a profession as our interactions with patients are pivotal to providing hands on care. Moreover, empathy and compassion are pillars in the dogma of healthcare, which are human qualities and not yet replicable by AI. Regarding accountability, physicians must take ownership of their decisions which can greatly impact the lives of their patients. An AI in contrast has no accountability for providing its opinion as it is not presently governed to do as such. The decision-making processes of an AI can also appear opaque, making it challenging to understand how it arrived at that conclusion. Additionally, there are worries regarding bias and fairness, as AI systems can inadvertently perpetuate or even amplify existing biases present in the data used to train them, potentially leading to worsening disparities in healthcare outcomes. Likewise, the issue of patient autonomy and informed consent becomes paramount when AI systems are employed in medical decision-making, as patients may not fully comprehend or have control over the algorithms guiding their care. As healthcare continues to embrace AI technologies, navigating these moral quandaries will be crucial to ensure the responsible, ethical, and equitable use of AI in medical practice.

Conclusion

In conclusion, our findings emphasize the need for caution and meticulous assessment when deploying language models in specialized fields like otolaryngology or medicine, where precision is critical, and the stakes are high. ChatGPT showcases remarkable capabilities in natural language understanding and has been shown to pass a host of different board examinations (2-8). In our study, ChatGPT scored an average of 54.66% which is similar to the
57% correct seen in Hoch et al(9). Considering this, ChatGPT is not yet intelligent enough to become the trusted gold standard to accessing medical information within Otolaryngology. Additionally, AI systems cannot replicate human elements of care such as empathy, compassion, and ethical judgement, which are essential tenants of healthcare. Future research may focus on refining and tailoring language models for specific domains, incorporating real-time learning mechanisms, and addressing the interpretability challenges associated with automated systems in complex decision-making processes within the medical field. Consequently, with time, AI language models may evolve into indispensable tools for medical professionals and potentially even to patients and future research must aim to keep our understanding of their limits and abilities up to date.
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