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Abstract 

Background: Synoptic reporting, the documenting of clinical information in a structured manner, is known to 

improve patient care by reducing errors, increasing readability, interoperability, and report completeness. Despite 

its advantages, manually synthesizing synoptic reports from narrative reports is expensive and error prone when 

the number of structured fields are many. While the recent revolutionary developments in Large Language Models 

(LLMs) have significantly advanced natural language processing, their potential for innovations in medicine is yet 

to be fully evaluated.  

Objectives: In this study, we explore the strengths and challenges of utilizing the state-of-the-art language models 

in the automatic synthesis of synoptic reports.  

Materials and Methods: We use a corpus of 7,884 cancer related, narrative pathology reports, which have 

annotated reference synoptic reports from Mayo Clinic EHR. Using these annotations as a reference, we 

reconfigure the state-of-the-art large language models, such as LLAMA-2, to generate the synoptic reports. Our 

annotated reference synoptic reports contain 22 unique data elements. To evaluate the accuracy of the reports 

generated by the LLMs, we use several metrics including the BERT F1 Score and verify our results by manual 

validation.  

Results: We show that using fine-tuned LLAMA-2 models, we can obtain BERT Score F1 of 0.86 or higher across 

all data elements and BERT F1 scores of 0.94 or higher on over 50% (11 of 22) of the questions. The BERT F1 

scores translate to average accuracies of 76% and as high as 81% for short clinical reports.  

Conclusions: We demonstrate successful automatic synoptic report generation by fine-tuning large language 

models.  
 

Keywords: Synoptic reports; Large Language Models.  

1.  Introduction 

Synoptic reporting is the process of formatting narrative pathology reports into a specific structured format [1]. 

The College of American Pathologists (CAP) has promoted the use of synoptic reporting since 1998, due to a 

number of advantages for various stakeholders in cancer diagnosis and treatment [1,2]. The standardized 

presentation, improved completeness, and conciseness enables clinicians to access pertinent information with 

greater ease and speed [1,3–5]. Through improve interoperability, synoptic reports also enable data registrars to 

collect and build large scale databases that are crucial for quality control, public health reporting, and research 

[2,6]. Most importantly, they encourage compliance to standards of care and accurate exchange of vital information, 

improving patient care and potentially patient outcomes [7,8].  

The College of American Pathologists defines the synoptic reports as consisting of data elements and corresponding 

element responses [9] that capture the information present in an unorganized narrative text [6]. Documentation and 

administrative work has been shown to take 22% of a clinician’s work day on average [10]. The writing of reports 

in a highly engineered synoptic fashion, is known to further add to this high administrative demand on clinicians 

[6,11,12]. In addition, the transcription error rates have been positively correlated with the number of unique data 

elements required, implying a trade-off between detail and accuracy [1,3]. The standards for the minimum number 

and the type of data elements needed in a particular case is still evolving [4,6,8,9]. The conversion of existing 
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narrative reports, while important for research, is yet another source of burden on clinicians and allied staff. To 

leverage the advantages while navigating these challenges necessitates automated synoptic reporting.  

Existing work on automating synoptic reporting are limited in number and scope. Savova et al. [13] developed an 

open-source tool DeepPhe to extract cancer phenotype data from electronic health records (EHR). The techniques 

from open information extraction and artificial intelligence (AI) tools are combined in a heuristic manner for 

structurizing pathology reports in [14]. This proposed heuristic method has a primary disadvantage in that it is ad-

hoc and requires the extensive redevelopment of the heuristic for pathology reports from a new source [14]. Lam 

et al. [15] describe a rule-based natural language processing (NLP) system to convert a semi-structured extensible 

markup language (XML) document into more structured tabular data. How such system can be adapted to generate 

tabular data from unstructured natural language reports instead of the semi-structured XML documents was not 

made clear. Mu and colleagues [16] demonstrated that a bidirectional encoder representations from transformers 

(BERT) trained using a binary relevance (BR) method can analyze textual pathology synopses and map patients to 

diagnostic keywords. The use of binary relevance, where semantic labels are transformed to multiple binary 

predictions is reported to have the disadvantage of ignoring label correlations [16]. Rule-based NLP was used by 

Tan et al. [17] to generate synoptic reports. While a high performance was reported, the authors report this was 

limited to data elements specific to breast cancer pathology reports that have been standardized at their institute 

[17]. It can be seen that the existing state-of-the-art NLP based methods for extracting structured data from 

unstructured data suffer from being limited in the types of reports they can analyse [17,18], have the tendency to 

lose important semantic information [14], often require semi-structured data [15], or require large amounts of 

expensive expert labeled data [18].   

Large Language Models (LLMs), a recent advancement in artificial intelligence, offer a potential method to 

overcome the limitations of NLP based approach to synoptic reporting. LLMs large arrays of deep neural networks 

that are trained on massive corpora of text data [19]. The training of the models is typically done in a semi-

supervised fashion, wherein, only a small amount of the data need to be adjudicated and annotated by human 

experts [20]. This enables LLMs to leverage the knowledge contained in large databases in a more cost-effective 

manner, compared to traditional NLP methods [21]. The training of large models with large corpora has been shown 

to result in emergent abilities – that is, an ability that is present in a larger model but is not present or could not be 

extrapolated from the abilities of smaller models [22]. These key advantages have triggered studies on evaluating 

the effectiveness of LLMs in the clinical setting, such as clinical text annotation [21], medical question and 

answering [23], and reasoning in the medical domain [24] – which form essential components of synoptic reporting. 

While large language models offer a promising path for automatic synoptic reporting, inaccuracies due to fabricated 

facts and unverified training data, lack of interpretability of the results, and potential risk of security breaches are 

some major challenges [20] that require careful consideration before their implementation.  

In this work, we test the suitability of different pre-trained LLMs for the task of synoptic report synthesis. Further, 

we develop a training strategy to fine-tune and improve model performance for the task of automatic synoptic 

reporting. To measure the performance of the models, we use the state-of-the-art BERT F1 score [25], and device 

a method to translate the comparison metric to a more meaningful accuracy on the synoptic reporting task. To 

ensure that our results are robust to changes in the source and formatting of the reports, we validate our models on 

a sample of external data. We demonstrate a pathway for automating synoptic reporting from narrative cancer 

pathology reports using large language models while providing comprehensive insights into their strengths and 

weaknesses for this task.   

2.  Methods 

2.1.  Data 

We use the Mayo Clinic’s enterprise clinical data warehouse, the Unified Data Platform (UDP) to access 

information on patients with cancer [26]. For this study, we digitally extracted 7,884 cancer pathology reports of 

7,326 unique patients. Each report consists of four main components, which are:  

1) Gross description: A free text record of a pathologist’s observations of tissue sample at the macroscopic 

level [27]. 

2) Preliminary frozen section consultation: A free text record of a pathologist’s observations obtained through 
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a special rapid analysis of a tissue sample that is frozen during an ongoing surgery [27, 28].  

3) Diagnosis: A free text record of the pathologist’s definitive diagnosis that integrates knowledge from the 

gross description, the optional frozen section consultation, and microscopic analysis. 

4) Synoptic report: A structured summary created from the gross description, the preliminary frozen section 

consultation, and the diagnosis [9]. These synoptic reports are in use for patient care at the Mayo Clinic, 

hence we treat these reports as the gold standard reference for model development and evaluation.  

By free text, we refer to reports that are written in a natural unstructured manner by the pathologist. From here on, 

we refer to the combination of the free text elements, the gross description, the preliminary frozen section 

consultation, and the diagnosis as the ‘unstructured report’. The structured synoptic report follows the format 

prescribed by the College of American Pathologists [9]. The synoptic report consists of several data elements and 

corresponding element responses (e.g., Specimen Laterality: Right). The exact data elements included in each 

report varies. For training, validation, and testing of our models, we have utilized the top 22 most frequently 

occurring data elements as show in  Table 1. We use 80% of the data for training and 20% for testing, ensuring 

that no patient is common to both the training and the test sets.  

Table 1: Summary of the Mayo Clinic cancer pathology reports dataset. We show the top 22 most frequently 

reported data elements.  

Data Element 
No. of Patients 

Age 
M F 

Protocol Biopsy 1167 790 52.9 (15.0) 

Procedure 2770 2716 60.0 (14.6) 

Specimen 1107 1220 63.0 (13.5) 

Primary Tumor 2418 2238 61.3 (13.4) 

Specimen Integrity 535 808 62.8 (14.0) 

Surgical Margins 1530 1911 61.7 (14.2) 

Laterality 954 1564 57.3 (15.6) 

Histologic Type 2708 2645 59.9 (14.6) 

Histologic Grade 2551 2371 60.5 (14.1) 

Mitotic Rate 217 800 58.6 (15.1) 

Pathologic Staging 
Descriptors 

1069 1300 60.6 (13.3) 

Tumor Focality 879 1253 59.9 (14.2) 

Tumor Site 1651 1728 59.7 (15.8) 

Tumor Size 1603 2210 61.0 (14.7) 

Lymphovascular 
Invasion 

2234 1868 62.1 (12.6) 

Regional Lymph Nodes 2393 2236 61.2 (13.5) 

Lymph Node  Sampling 920 1379 60.3 (11.9) 

Number Examined 2289 1126 61.3 (13.7) 

Number Involved 1968 930 61.8 (13.1) 

Distant Metastasis 1959 1930 60.9 (14.3) 

Perineural Invasion 765 464 63.0 (13.3) 

Treatment Effect 1515 789 61.9 (12.2) 

 

2.2. Problem Definition 

The synoptic reporting task we endeavor to automate is described as follows. Given an unstructured report, we 

utilize a large language model to generate a corresponding synoptic report with pre-specified data elements. We 
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refer to the data element responses generated by a large language model as ‘estimated element responses.’  We 

refer to the data element responses filled in by the pathologist in the original data’s synoptic reports as ‘reference 

element responses.’ We evaluate the correctness of the estimated element responses by comparing with the 

reference element responses.  

To automate the synoptic report synthesis using LLMs, we employ a prompt-based [30], element-by-element 

approach. An overview of this strategy is shown in Figure 1. We create an inference prompt that requests the model 

to find the response to a data element of interest. Such an inference prompt consists of an instruction segment, 

which indicates the data element of interest, along with a context segment, which is composed of the unstructured 

report. For each data element of the synoptic report, we create dedicated prompts by replacing the data element 

with the one of interest in the instruction segment. To generate an estimated element response using a large 

language model, we query it using the inference prompt. By sequentially querying a model for every data element 

using the inference prompts, we find the estimated element responses to each data element of the synoptic report. 

The same prompts are used for both pre-trained (zero-shot) and fine-tuned models. For fine-tuning a pre-trained 

model, we use training prompts. Training prompts are identical to inference prompts, except for one addition – the 

reference element response is added in the prompt. For fine-tuning, the model’s weights are updated such that its 

response matches the reference response.  

 
Figure 1: An overview of the large language model based automatic synoptic reporting. To generate a synoptic 

report from an unstructured pathology report, we take an element by element, prompt-based approach. We start by 

combining the gross report, frozen section report, and the diagnosis into a single unstructured report. We then 

generate an inference prompt, that includes an ‘instruction’ segment to query for a data element of interest and a 

‘context’ segment that includes the unstructured report.  The prompt is sent to the large language model whose 

response to the prompt is used to fill out the estimated element response of a synoptic report. The process is then 

repeated for other data elements. The same prompting strategy for inference is used for both pre-trained (zero-shot) 

and fine-tuned models. For fine-tuning a model, we use a training prompt, which is similar to an inference prompt, 

with the addition of a reference response. The model’s weights are updated to bring the model’s estimated response 

closer to the reference.  

2.3.  Models Used 

We selected three classes of models for our study, the Bidirectional Encoder Representations from Transformers 

(BERT) [31], the Generative Pre-trained Transformer 2 (GPT-2) [32], and the Large Language Model Meta AI-2 

(LLAMA-2) [33]. The exact variants of the model class used, and their relevant features are summarized in Table 
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2. The number of parameters roughly correspond to the size and complexity of the model. The maximum input 

length is the limit on the size of a block of text a model can process. This input length is measured in tokens, where 

1 token is approximately 4 characters in length. All the models we use are pre-trained, wherein the models have 

been previously trained on a large corpus of publicly available, non-specialized textual data [31–33]. We use the 

offline, fully accessible versions of these models offered through the Hugging Face Transformers library in Python 

[34].  

 

Table 2: A summary of the model classes used in this study and their relevant features. Model variant refers to the 

exact variant of the model used from a selection available. The number of parameters represents the complexity 

and size of the model. The maximum input length is the maximum number of tokens (1 token is approximately 4 

characters) in an input text the model can process at a time. The training data is the dataset that was used to pre-

train the model. 

Model 

Class 

Model 

Variant 

Used 

Number of 

Parameters 

Maximum 

Input Length 

(tokens) 

Data Used for Pre-Training 

BERT 

BERT large 

model 

(uncased) 

334M 512 
Dataset of 11,038 unpublished books and 

English Wikipedia [31]. 

GPT-2 GPT-2 124M 1024 

A proprietary dataset created by mining the web 

for heuristically determined high quality text 

[32]. 

LLAMA-

2 

LLAMA-2-

7b 
7000M 4096 

A proprietary dataset of 2 trillion tokens created 

from publicly available sources without sources 

rich in personal and private information [33]. 

2.4.  Evaluation Strategy 

To evaluate the performance of the models, we compare the estimated element responses against the pathologist 

reference element responses. While one strategy for this comparison could be simple string matching, this leads to 

incorrect assessment. For example, the estimated response ‘Invasive adenocarcinoma’ compared against a 

reference response of ‘Adenocarcinoma is Invasive’ will lead to a poor score if done by exact string matching. This 

necessitates a more robust strategy to evaluate the model’s estimated responses. We utilize the BERT F1 score [25] 

to measure model performances. To obtain an accuracy that corresponds to human evaluation, we determine a 

threshold by comparing the BERT F1 scores against manual evaluation on a test set composed of 100 unstructured 

reports for each of the 22 data elements (see Appendix A Figure 7). We use a threshold of 0.85, i.e. a BERT F1 > 

0.85 is needed for estimated responses to be considered correct.  

 

2.5.  Description of Experiments 

Here we describe our experiments to determine efficacy of LLMs in automating the synoptic reporting task.  

2.5.1. Pre-trained vs Fine-tuned models 

The models we selected (BERT, GPT-2, and LLAMA-2) to study have been pre-trained on large corpora of 

unstructured text data. The dataset used for the pre-training is unspecialized and is likely not suited for the highly 

specialized task of synoptic reporting. While prompting [30] has been shown to enable LLMs to perform 

specialized downstream tasks, only moderate performance has been reported for annotating medical texts [35]. 

Therefore, we fine-tune [36] the models, wherein the model parameters (or a fraction of the model parameters) are 

updated through training, to improve performance on the downstream task [37]. We use the Transformers library 

[34] to perform the model fine-tuning for BERT and GPT-2. For fine-tuning the much larger LLAMA-2 models, 

we use the quantized low-rank adaptation (QLoRA), a parameter efficient fine-tuning strategy [38]. We use zero-

shot prompting, where only the query and context are sent to the model without any prior examples [30]. We use 
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the zero-shot method to efficiently utilize the limited input token sizes. We use identical prompts for both pre-

trained and fine-tuned models and compare them on the same test dataset.  

2.5.2. Handling Large Reports 

It can be seen from Table 2 that the large language models have strict limits on the number of words they can 

process in an input. A significant number (~56% for LLAMA-2) of our unstructured reports exceed the input limits 

of even the LLAMA-2 model with a capacity of 4096 tokens. We handle such large reports by chunking them into 

smaller contiguous pieces so that each model has an opportunity to scan the whole unstructured report. The best 

estimated data response amongst the estimates obtained from each piece is selected for evaluation. We focus the 

analysis on the best performing model (LLAMA-2) from this experiment onwards. 

2.5.3. Effect of the Size of Fine-Tuning Data and Model Size 

Here we aim to quantify the amount improvement capacity left in the fine-tuned models. We do this by varying the 

dataset size used for fine-tuning and reporting the test performances of the partially fine-tuned models. We also 

test two variants of the LLAMA-2 model – the 7 billion and 13 billion parameter variants. 

2.5.4.   Inductive, Abductive, and Deductive Reasoning 

The reasoning capabilities of large language models are still under investigation [39,40]. We stratify the 

performance of our best performing fine-tuned model based on inductive, abductive, and deductive reasoning [40]. 

We accomplish this by measuring model performances on the data elements grouped into the following three 

categories: 

a. Inductive elements: are element responses that involve generalizing based on specific observations. 

b. Abductive elements: are element responses that involve selecting one evidence from multiple that best fits 

a set of observations.  

c. Deductive elements: are element responses that involve deriving a conclusion from given premises of 

principles.  

Table 3: The grouping of the data elements based on the type of reasoning needed by a large language model to 

produce the response. Here we report the total fraction of reports in which the reference element response (or part 

of the reference) is present. Furthermore, we also show how many times the reference element response (or part of 

the reference) is present in the unstructured report.  

Data Element 

Reference in 

Unstructured 

Report (%) 

Number of 

Occurrences 

(Median) 

Reasoning 

Type 

SURGICAL MARGINS 100.0 19 Inductive 

SPECIMEN 96.3 18 Inductive 

LATERALITY 96.1 12 Inductive 

HISTOLOGIC TYPE 91.4 4 Inductive 

LYMPH NODE SAMPLING 91.2 19 Inductive 

TUMOR SIZE 87.2 14 Inductive 

TUMOR SITE 83.9 7 Inductive 

PROCEDURE 79.7 3 Inductive 

TREATMENT EFFECT 78.6 2 Inductive 

TUMOR FOCALITY 77.2 14 Abductive 

HISTOLOGIC GRADE 73.0 2 Abductive 

PERINEURAL INVASION 66.9 1 Deductive 

DISTANT METASTASIS 53.6 1 Deductive 

LYMPHOVASCULAR INVASION 50.8 1 Deductive 

MITOTIC RATE 41.5 0 Abductive 
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PATHOLOGIC STAGING DESCRIPTORS 38.9 0 Deductive 

SPECIMEN INTEGRITY 28.3 0 Deductive 

PRIMARY TUMOR 25.0 0 Deductive 

NUMBER INVOLVED 11.5 0 Abductive 

NUMBER EXAMINED 4.9 0 Abductive 

REGIONAL LYMPH NODES 3.9 0 Deductive 

PROTOCOL BIOPSY 2.2 0 Deductive 

 

2.5.5. External Validation 

Sushil et al. [35] provide a sampling of oncology reports that have been curated by experts, for the purpose of 

testing the performance of language models. We use this data for external validation. The curated dataset consists 

of 40 deidentified breast and pancreatic cancer progress notes. A team of medical experts have labeled the 

unstructured notes at a fine-grained level using BRAT, an open-source annotation software [35]. Three categories 

of labels have been given to the text, which include entities, attributes of the entities, and relationships between 

the entities. We reviewed these labels and determined that only 5 labels under the entities category correspond 

with 5 of 22 data elements we have considered in our analysis. These are Histologic Type, Laterality, Tumor Site, 

Primary Tumor, and Procedure. We use our models to extract the responses to these 5 data elements from their 

reports and compare the model responses to the expert-annotated labels. 

 

3. Results 

In this section, we present the results in detail.  

3.1.  Performance improvement with Fine-tuning 

Figure 2 compares the performance of the pre-trained and fine-tuned models on estimating the data element 

responses. Figure 2 (a) shows a summary of the BERT F1 scores for the test set composed of 22 data elements. 

Fine-tuning improves median of the score, with LLAMA-2 having the largest increase (Median F1 score from 0.68 

to 1). The inter quartile range (IQR, which is the difference between the 75th and 25th percentiles of the data) [41] 

of the fine-tuned LLAMA-2 model increases from 0.04 to 0.13, indicating that the model has a wide range of 

performances depending on the data element type. This is clarified in Figure 2 (b), which shows the detailed 

stratified performance of the pre-trained and fine-tuned models on each data element tested. The numbers inset in 

the heat map show the mean of the F1 score. It can be seen that the range of scores for the pre-trained LLAMA-2 

varies from 0.67 to 0.70, while the fine-tuned version ranges from 0.81 (for Pathologic Staging Descriptors) to 1 

(for Protocol Biopsy).  
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Figure 2. (a) Performance comparison of pre-trained and fine-tuned language models on the synoptic reporting 

task. A BERT F1 Score of 1 indicates a perfect match between the model’s output and the reference answer. The 

median and the Inter Quartile Range (IQR) [41]are reported in the plots.  (b) Performance of the pre-trained and 

fine-tuned language models, segregated by the question. The numbers inset in the heat map show the mean 

BERT-F1 score.   

(a) 

(b) 
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3.2.  Effect of Report Size 

When encountering unstructured reports whose length exceeds the input limit of an LLM, we are forced to split the 

report into contiguous pieces. This reduces the field of view of the model a fraction of the unstructured report. In 

Figure 3, we show the performance degradation of fine-tuned LLAMA-2 due to the reduction in the field of view. 

When the complete unstructured report fits in the field of view of the model, its performance is improved: the 

median BERT F1 scores increase to 1 (IQR = 0.09) from 0.97 (IQR = 0.09). The projected accuracy scores show 

an improvement of 12 percentage points (81% for short reports vs 69% for long reports).  

 

 
Figure 3. Performance differences in the fine-tuned LLAMA-2 model with variation in the size of the clinical 

notes. Long reports are clinical notes whose size (in no. of words) exceeds the token limit (4096), whereas short 

reports are clinical notes whose size (in no. of words) is less than the model’s token limit. Long reports are broken 

into smaller pieces to fit the model’s token limit, leading to its inability to answer questions accurately, leading to 

a reduction in performance. The projected accuracy is computed using a threshold of BERT F1 > 0.85 to closely 

align with manual analysis.  

3.3.  Effect of the Size of Training Data and Model Size 

In Figure 4, we present the gain in performance we can achieve if the size of the training data is increased. From 

Figure 4 (a) we observe a small improvement in the performance, with the projected accuracy changing from 0.70 

to 0.76 when the size of the training data is increased from 25% to 100% (L-7B). An increase in the parameter size 

by roughly 50% from 7 billion to 13 billion does not produce a corresponding improvement in performance: the 

13 billion parameter variant has accuracies that are 1 to 2 percent points higher than its 7 billion parameter variant.  
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Figure 4. (a) Performance comparison of fine-tuned LLAMA-2 models on the synoptic reporting task as the 

size of the training data is increased. Two variants of the LLAMA-2 model are tested, the 7 billion parameter 

version (L-7B) and the 13 billion parameter version (L-13B). (b) Stratified performance scores for each data 

element. The numbers inset in the heat map show the BERT-F1 score.   

(a) 

(b) 
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3.4.  Inductive, Abductive, and Deductive Reasoning 

 

We compare the performances of the LLAMA-2 model on different reasoning tasks in Figure 5. We observe a 

reduction in accuracy for inductive reasoning tasks, which have a projected accuracy of 0.73 vs those for deductive 

reasoning tasks with an accuracy of 0.79. 

 
Figure 5. Performance differences of the fine-tuned LLAMA-2 model on questions whose answers are categorized 

into three different groups based on the type of reasoning needed for producing an element response.  

 

3.5. External Validation 

In Figure 6, we compare the performances of the pre-trained and fine-tuned LLAMA-2 7B models on the 

external, expert-annotated data from [35]. We compare the responses given by the models to identical prompts, 

for 5 data elements that correspond to the labels provided in the external dataset. We compare the responses 

against the labels manually and report the accuracies. The fine-tuned LLAMA-2 model described here is the 

same as model described in earlier parts of this study – it has only been fine-tuned on our data; it has never been 

shown any examples from the external data. We observe that the fine-tuned LLAMA 2 outperforms the pre-

trained version. The fine-tuned model has good performance on determining the histology (97.2% accuracy) and 

tumor laterality (84.4% accuracy). The performance is reduced for tumor site, primary tumor, and procedure 

(67.5%, 46.2%, and 41.0% respectively). The most probable reasons for the reduced performance are likely due 

to differences in the nature of the reporting styles and the larger size of the external data’s unstructured reports 

(the external data’s unstructured reports are 5-10x larger than ours).  
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Figure 6. Performance of the pre-trained and fine-tuned LLAMA-2 7B model (best performing model) on an 

external dataset in Sushil et al. [35]. We test the ability of the two models to extract 5 data elements which 

correspond to the labels provided in the external dataset. The accuracy reported here is obtained by manual 

comparison of the labels provided in [35] against the model responses. Identical prompts were used for both the 

pre-trained and fine-tuned models. It can be seen that the fine-tuned model outperforms the pre-trained model by a 

large margin. Note: Fine-tuned LLAMA-2 has only been fine-tuned on our data, it has not seen examples from the 

external data.  

4. Discussion 

In this study we showcase automatic synoptic reporting using large language models that have been pre-trained on 

large datasets of non-specialized unstructured data. We use an element-by-element prompting strategy to achieve 

this. Prompting the pre-trained models does not yield estimated element responses that are very accurate, yielding 

BERT F1 scores ranging from 0.61 to 0.68 (see Figure 2 (a)). Neither the size of the pre-trained model nor its 

complexity plays a sizable role in improving the performance with BERT, GPT-2, and LLAMA-2, yielding similar 

BERT F1 scores of 0.61, 0.69, and 0.68 respectively. Fine-tuning was observed to improve the performance, with 

greater improvement obtained in proportion to the size of the model. Indeed, the LLAMA-2 variant with 7 billion 

parameters after fine-tuning is able to achieve median BERT F1 scores of 1.00 (IQR = 0.13) from 0.68 (IQR = 

0.04) for its pre-trained variant, as shown in Figure 2 (a). This observation of a sudden significant improvement 

as the model size increases by 2 orders of magnitude corresponds well with the property of emergent behavior in 

LLMs [22]. 

 

What do the BERT F1 scores imply for the task of synoptic reporting? We show that the BERT F1 correlates well 

with accuracy (Pearson coefficient = 0.64) and project them to accuracies using a threshold of 0.85. This projected 

accuracy from BERT F1 aligns with manual evaluation (see Appendix A, Figure 7). Using this technique, we 

observe that with fine-tuning, we can achieve an average accuracy of 76% using the 7 billion parameter variant of 

LLAMA-2 (see Figure 4 (a)). In addition, we observe an improvement in performance with additional training 

data in Figure 4 (a), indicating there is more room for improvement with increases in training data size. Our results 

indicate that when the size of the unstructured notes exceeds the input capacity of a model, the performance reduces. 

Thus, engineering the capability to handle reports that exceed the model input token limits has the potential to 

improve performances (81% from 69%, as seen in Figure 3). Through external validation on set of expert-labeled 

oncology reports as shown in Figure 6, we note that fine-tuning for the synoptic reporting task provides a 

significant advantage over using pre-trained models. We observe that even on unseen external data, with 

significantly larger reports (5-10x the internal training data), the performance of the fine-tuned model can be high 

(84.4 – 97.2% accuracy for Laterality and Histologic Type in Figure 6), showcasing the potential of fine-tuned 

LLMs. We acknowledge the following limitations to ensure the scope of our study is well defined. First, we did 
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not engineer any strategy to handle reports whose sizes exceed the input token limit of an LLM so that the 

performance did not suffer. Second, we restricted our attention to generating element responses when a set of data 

elements have been prespecified. A more comprehensive automation strategy would be to generate a list of 

appropriate data elements when an unstructured note is presented. Third, due to the source of the data used, our 

study and observations are restricted to the writing styles utilized by clinicians at the Mayo Clinic. Fourth, we used 

data that is used in practice as-is with no additional expert annotation as has been done by Sushil et al. [35] for 

creating their testing benchmark dataset. The lack of such expensive expert manual annotation restricts the 

resolution with which we can analyse the results. Fifth, our study uses EHRs linked to cancer. Automated 

generation of synoptic reports for diseases other than cancers is beyond the scope of this study. 

 

5. Conclusions & Future work  

We have demonstrated that using a sufficiently large language model, when fine-tuned appropriately, is able to 

estimate the element responses of a synoptic report with high average accuracy of up to 77%. We further validated 

our models on external expert-labeled data, where we showcase similar performance on select cases, with graceful 

reduction in performances in relation to pre-trained models. We believe that this capability effectively demonstrates 

that the use of fine-tuned LLMs is an effective strategy to automate synoptic reporting. We utilize offline, fully 

accessible large language models to complete our tasks. This enables us to modify the model architecture and 

potentially share the model weights for other lateral tasks. The offline models can also be kept secure within an 

organization to ensure patient privacy and improved security in a cost-effective manner.   Handling large reports, 

either via summarization or via a vote-based estimate, needs to be investigated in the future. We have shown that 

this investigation has the potential to improve average accuracies up to 12 percentage points. Our work in this study 

assumes that the user queries the models with a set of desired data elements. Given an unstructured report, having 

an LLM determine the essential data elements (same as would be recommended by a pathologist), provides a more 

comprehensive and automated solution. 
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Appendix A 

Evaluation Strategy 

 

 

Figure 7: Evaluation strategy - projected accuracy from BERT F1 Score. In (a), we show the distribution of 

BERT F1 scores obtained by comparing the reference element responses and the estimated element responses for 

the LLAMA-2-7B model. A test set of 100 examples for 22 data elements were used. The correctness and 

incorrectness of a response was determined by manual comparison. The Pearson correlation between the manual 

score and BERT F1 is 0.64 and the p-value of 0 indicates the correlation is significant. (b) The confusion matrix 

for BERT F1 score based determination of the correctness of a response – a threshold of 0.85 is used in this study. 

(a) 

(b) 
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