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Abstract

The adoption of large language models (LLMs)
to assist clinicians has attracted remarkable at-
tention. Existing works mainly adopt the close-
ended question-answering task with answer op-
tions for evaluation. However, in real clini-
cal settings, many clinical decisions, such as
treatment recommendations, involve answering
open-ended questions without pre-set options.
Meanwhile, existing studies mainly use accu-
racy to assess model performance. In this pa-
per, we comprehensively benchmark diverse
LLMs in healthcare, to clearly understand their
strengths and weaknesses. Our benchmark con-
tains seven tasks and thirteen datasets across
medical language generation, understanding,
and reasoning. We conduct a detailed evalu-
ation of existing sixteen LLMs in healthcare
under both zero-shot and few-shot (i.e., 1,3,5-
shot) learning settings. We report the results on
five metrics (i.e. matching, faithfulness, com-
prehensiveness, generalizability, and robust-
ness) that are critical in achieving trust from
clinical users. We further invite medical experts
to conduct human evaluation.

1 Introduction

Large language models (LLMs), such as ChatGPT
(Brown et al., 2020; OpenAI, 2023b), LLaMA
(Touvron et al., 2023a), and PaLM (Chowdhery
et al., 2022), are increasingly being recognized for
their potential in healthcare to aid clinical decision-
making and provide innovative solutions for com-
plex healthcare problems (Patel et al., 2023; Shen
et al., 2023), e.g., discharge summary generation
(Patel and Lam, 2023), health education (Safranek
et al., 2023), and care planning (Fleming et al.,
2023). Several recent efforts have been made to
fine-tune publicly available general LLMs, e.g.,
LLaMA (Touvron et al., 2023b) and ChatGLM
(Tsinghua KEG, 2023), to develop medical LLMs
(Singhal et al., 2023a,c), resulting in ChatDoctor
(Li et al., 2023b), MedAlpaca (Han et al., 2023),

BenTsao (Wang et al., 2023a), and ClinicalCamel
(Toma et al., 2023). Previous research shows that
medical LLMs outperform human experts across a
variety of medical tasks. In particular, MedPrompt
(Nori et al., 2023) and MedPaLM-2 (Singhal et al.,
2023b) have respectively achieved a competitive ac-
curacy of 90.2 and 86.5 compared to human experts
87.0 (Wu et al., 2023) on the United States Medical
Licensing Examination (USMLE) (Jin et al., 2021).

Admittedly, responsibility and reliability are es-
sential requirements for tools designed to assist
clinicians. Despite the promising results of existing
medical LLMs, several issues need to be addressed
for the responsible and reliable use of LLMs in
assisting clinicians:

• (i) Limited evaluation: Most existing works
only focus on evaluating LLM performance in
the close-ended medical question answering
(QA) task, overlooking evaluation in other sce-
narios, such as medical language understand-
ing and generation (Thirunavukarasu et al.,
2023; He et al., 2023; Zhou et al., 2023a). This
limited evaluation hinders a thorough under-
standing of LLM ability in diverse healthcare
applications.

• (ii) Limited metric: Existing works primarily
utilize matching-based metrics (e.g., Accuracy
and F1) to evaluate LLM performance. These
metrics fail to assess important attributes in
generated responses, such as reliability and
trustworthiness, which are of paramount im-
portance for clinicians and in regulatory ap-
provals that are essential for reliable deploy-
ment in clinical practice (Shen et al., 2023;
Kitamura, 2023).

• (iii) Limited comparison: Existing works
mainly compare LLM performance with their
own basic models or use private datasets for
evaluation (Tian et al., 2024). Such an ap-
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proach falls short of providing a thorough
comparative analysis among different LLMs
under standardized conditions. Consequently,
it hampers a comprehensive understanding of
the distinct advantages and limitations of vari-
ous LLMs in healthcare.

As a result, the accuracy, generalizability, and reli-
ability of existing LLMs in diverse healthcare ap-
plications remain unclear. In response, (i) we con-
struct the BenchHealth from the representative pub-
lic health data to benchmark LLMs in healthcare.
As shown in Table 1, BenchHealth encompasses
three different evaluation scenarios (i.e., reason-
ing, generation, and understanding) and includes
seven popular downstream tasks and thirteen rep-
resentative datasets; Previous popular benchmarks,
e.g., BLUE (Peng et al., 2019) and BLURB (Gu
et al., 2021), only include the medical language
understanding and close-ended question answering.
(ii) In addition to the commonly used matching-
related metrics, as shown in Table 2, we design
additional metrics to provide insights into the relia-
bility of LLMs in clinical settings, i.e., analyzing
their ability to provide faithfulness, comprehensive,
generalized, and robust information; (iii) As shown
in Table 3, we collect sixteen representative LLMs
that vary in the number of model parameters and
structural designs. We evaluate their performance
on BenchHealth for a comprehensive comparison.

The main insights from our experiments are:

• Commercial LLMs vs. Public LLMs:
Closed-source commercial LLMs, especially
GPT-4, outperform all existing open-source
public LLMs on all tasks and datasets.

• LLMs vs. State-of-the-art: All LLMs have
a strong reasoning ability to predict accurate
answers from the provided options, but per-
form very poorly in open-ended questions, lan-
guage generation, and language understanding
tasks (i.e., there are significant gaps between
the state-of-the-art and LLM performance).

• Medical LLMs vs. General LLMs: Fine-
tuning general LLMs on medical data to ob-
tain medical LLMs can improve the reasoning
and understanding of medical data, but could
decrease the summarization ability of LLMs.

• Model parameters: A larger number of
model parameters can clearly improve per-
formance on all tasks, datasets, and metrics.

• Few-shot learning: It leads to significant im-
provements in performance on medical lan-
guage reasoning and generation tasks, but im-
pairs performance on understanding tasks. On
reasoning tasks, 1-shot or 3-shot learning per-
forms the best; more examples do not lead to
further improvements. On generation tasks,
more samples lead to better performance.

• Clinical usefulness: Medical LLMs can pro-
vide more faithful answers than general LLMs
(avoiding misdiagnosis) and generalize well
to diverse medical tasks; General LLMs can
provide more comprehensive answers than
medical LLMs, which may be due to “hal-
lucinations”, thus avoiding missed diagnoses;
General LLMs have better robustness and can
therefore better understand a variety of diverse
inputs compared to medical LLMs.

Overall, our results show that among all types of
tasks, the close-ended QA task is the only type
of task in which current LLMs are comparable to
state-of-the-art models and human experts. How-
ever, real-world open clinical practice diverges far
from the structured nature of exam-taking. Clinical
decisions, such as diagnosis and treatment recom-
mendations, are often confronted with open-ended
questions that lack pre-determined answer choices.
This paradigm shift from a controlled test environ-
ment to the unpredictable and subtle domain of
patient care challenges the conventional approach,
demanding a more sophisticated understanding and
application of medical knowledge. Our results also
demonstrate that all LLMs display insufficient per-
formance on crucial metrics necessary for ensuring
the trustworthiness of LLMs in clinical settings.
This unsatisfactory performance suggests that the
current state of LLMs falls short of readiness for
deployment in clinical settings to aid healthcare
professionals. We hope that this work can offer
a holistic view of LLMs in healthcare, aiming to
bridge the current gaps and advance the integration
of LLMs in clinical applications.

2 Benchmark

Our benchmark is shown in Table 1.

2.1 Medical Language Reasoning

We include the question answering and treatment
recommendation tasks in our benchmark.
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Scenarios Tasks Datasets Data Domains Sizes Matching Metrics

Medical
Language
Reasoning

Question
Answering

MedQA (USMLE) (Jin et al., 2021) Medical Licensing Examination 1,273 Accuracy
MedMCQA (Pal et al., 2022) Medical Entrance Examination 4,183 Accuracy
MMLU-Medicine (Hendrycks et al., 2020) Professional&College Medicine 272 Accuracy
PubMedQA (Jin et al., 2019) Medical Literature 500 Accuracy

Treatment
Recommendation ChatDoctor (Li et al., 2023b) Patient-Clinician Conversations 796 Micro F1

Medical
Language
Generation

Radiology Report
Summarization

MIMIC-CXR (Johnson et al., 2019) Radiography 3,269 ROUGE-L
IU-Xray (Demner-Fushman et al., 2016) Radiography 341 ROUGE-L

Discharge Instruction
Generation MIMIC-III (Johnson et al., 2016) Critical Care 3,633 BLEU-4

Medical
Language
Understanding

Named Entity
Recognition

BC5-disease (Li et al., 2016) Scientific Literature 4,797 F1 entity-level
NCBI-Disease (Doğan et al., 2014) Scientific Literature 940 F1 entity-level

Relation
Extraction

DDI (Segura-Bedmar et al., 2013) Drug 5,716 Micro F1
GAD (Becker et al., 2004) Genetic 534 Micro F1

Document
Classification HoC (Baker et al., 2016) Scientific Literature 315 Micro F1

Table 1: Overview of the benchmark BenchHealth for evaluating LLMs in healthcare.

Question Answering aims to predict the correct
answer to the given question. For example, the
model should answer ‘D’ to the question: “Which
of the following conditions does not show mul-
tifactorial inheritance? (A) Pyloric stenosis (B)
Schizophrenia (C) Spina bifida (neural tube de-
fects) (D) Marfan syndrome”. Thus, QA evaluates
the correctness of the medical knowledge learned
by LLMs. We include four popular datasets, i.e.,
MedQA (USMLE) (Jin et al., 2021), MedMCQA
(Pal et al., 2022), MMLU-Medicine (Hendrycks
et al., 2020), PubMedQA (Jin et al., 2019).

Treatment Recommendation is an open-ended
complex task and requires the models to first under-
stand the real-world patient-clinician conversations,
in which the conversation describes the conditions
and symptoms, and then recommend all possible
drugs for the treatment of patients. We use Chat-
Doctor (Li et al., 2023b) for evaluation.

2.2 Medical Language Generation

We evaluate two popular generation tasks, i.e., radi-
ology report summarization and discharge instruc-
tion generation.

Radiology Report Summarization aims to dis-
till a concise summary ‘Impression’ from the
lengthy ‘Findings’ section in a radiology report.
‘Findings" contains detailed abnormal and normal
clinical findings from radiology images like X-
rays, CT scans, or MRI scans, and ‘Impression’
highlights the key diagnostic information and sig-
nificant results, which are critical for accurate
diagnosis and treatment (Jing et al., 2018; Liu
et al., 2021b). We adopt the widely-used datasets,
MIMIC-CXR (Johnson et al., 2019) and IU-Xray

(Demner-Fushman et al., 2016).

Discharge Instruction Generation aims to gen-
erate a discharge instruction according to the pa-
tient’s health records during hospitalization when
a patient is discharged from the hospital. The dis-
charge instruction should consider diagnosis, medi-
cation, and procedure, e.g., demographics, labora-
tory results, admission notes, nursing notes, radi-
ology notes, and physician notes (Liu et al., 2022).
It contains multiple instructions to help the patient
or carer to manage their conditions at home. We
follow previous works (Liu et al., 2022) to use the
MIMIC-III (Johnson et al., 2016) for evaluation.

2.3 Medical Language Understanding

We include three representative tasks, i.e., named
entity extraction, relation extraction, and document
classification, into our benchmark.

Named Entity Extraction can help organize and
manage patient data (Perera et al., 2020). For ex-
ample, it can extract medical entities mentioned
in clinical notes and classify them according to
relevant symptoms, medication, dosage, and pro-
cedures (Song et al., 2021). We adopt two repre-
sentative datasets BC5-disease (Li et al., 2016) and
NCBI-Disease (Doğan et al., 2014) for evaluation.

Relation Extraction requires the model to iden-
tify the relation between medical entities. The ex-
tracted relations provide a solid basis to link the
entities in a structured knowledge base or a stan-
dardized terminology system, e.g., SNOMED CT
(Chang and Mostafa, 2021; Donnelly et al., 2006)
and UMLS (Bodenreider, 2004), which is critical
in clinical decision support systems. We employ
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Metrics

Matching (Accuracy, F1, ROUGE-L, BLEU-4)
Measure the match between the generated content and the ground truth content.

Faithfulness
The model can not generate content that appears reasonable but is factually
incorrect and sometimes even harmful, thus avoiding misdiagnosis.

Comprehensiveness
The model can not leave out the important content, which can be used to alert
clinicians to avoid missed diagnoses.

Robustness
For the same scenario and task, the model provides consistent and reliable
performance across different formats/types/terminologies of input data (instead
of overfitting specific data), measuring model stability to a range of inputs.

Generalizability
The model should maintain competitive performance across different scenarios
and tasks (not limited to QA), to effectively assist clinicians.

Table 2: Metrics used in our work for evaluation.

the DDI (Segura-Bedmar et al., 2013) and GAD
(Becker et al., 2004) to evaluate LLMs.

Document Classification is a document-level
language understanding task aiming to predict mul-
tiple correct labels to the input medical document,
and can be used to improve clinical management
systems. We use the representative dataset HoC
(Baker et al., 2016) for evaluation.

3 Metrics

As shown in Table 2, we use five metrics to bench-
mark LLMs in healthcare.

Matching We follow the common practice to
calculate the classification accuracy, F1 score,
ROUGE-L (Lin, 2004), and BLEU-4 (Papineni
et al., 2002) to report the matching performance.
Details of used metrics for different tasks are shown
in Table 1. However, matching-based metrics are
not specialized for evaluating the usefulness of the
LLMs in clinical practice. To assist clinicians, it is
necessary to provide faithful, comprehensive, and
robust content (Thirunavukarasu et al., 2023; Arora
and Arora, 2023; Safranek et al., 2023).

Faithfulness LLMs are susceptible to “hallucina-
tions” (Li et al., 2023a; Ji et al., 2023), i.e., fluent
content that appears credible but factually incor-
rect or potentially harmful. Therefore, it is crucial
to ensure that LLMs generate faithful content, so
that the models do not generate contents that “do
not exist” according to clinicians (Liu et al., 2022).
For instance, if clinicians annotate the ground truth
contents as [Content_A, Content_B], but the model
generates [Content_A, Content_C], it becomes ev-
ident that the model has introduced ‘Content_C’,
which does not exist in the annotations. Such in-
accuracies could lead to misdiagnoses, particularly

Types Methods # Params

G
en

er
al

L
L

M
s

Claude-2 (Anthropic, 2023) -
GPT-3.5-turbo (OpenAI, 2023a) -
GPT-4 (OpenAI, 2023c) -
ChatGLM (Tsinghua KEG, 2023) 6B
Alpaca (Taori et al., 2023) 7B
Vicuna (Chiang et al., 2023) 7B
LLaMA-2-7B (Touvron et al., 2023c) 7B
LLaMA-2-13B (Touvron et al., 2023c) 13B
LLaMA-2-70B (Touvron et al., 2023c) 70B

M
ed

ic
al

L
L

M
s

ChatGLM-Med (Wang et al., 2023b) 6B
DoctorGLM (Xiong et al., 2023) 6B
Huatuo (Zhang et al., 2023a) 7B
ChatDoctor (Li et al., 2023b) 7B
Baize-Healthcare (Xu et al., 2023) 7B
MedAlpaca-7B (Han et al., 2023) 7B
MedAlpaca-13B (Han et al., 2023) 13B

Table 3: We collect 16 LLMs, including 9 general LLMs
and 7 medical LLMs, covering both open-source pub-
lic LLMs and closed-source commercial LLMs (gray-
colored), across different numbers of parameters from
6 billion to 70 billion, and different model backbones
(GLM and GPT).

with clinicians who have less experience. We no-
tice that the precision scores can measure the rates
of such generated non-existent content. To this end,
we calculate and sum the precision scores of tasks
to measure the ‘faithfulness’ scores

Comprehensiveness Given the ground truth con-
tents [Content_A, Content_B], generating compre-
hensive content [Content_A, Content_B] dimin-
ishes the chance of leaving out important content.
They can also be used to alert clinicians to avoid
missed diagnoses, improving precision medicine.
The recall score measures the percentage of gen-
erated accurate content out of all correct answers.
Therefore, to evaluate the comprehensiveness of
model-generated contents, we calculate and sum
the recall scores of different tasks to measure the
‘comprehensiveness’ scores.

Robustness Clinicians may express the same
texts, questions, and conditions using varying for-
mats and terminologies. For example, in the ra-
diology report summarization task, both ‘enlarge-
ment of the cardiac silhouette’ and ‘the heart size
is enlarged’ express the condition ’cardiomegaly’.
Therefore, the model needs to accurately identify
’cardiomegaly’ for both these two different inputs.
As shown in Table 1, for the report summarization
task, we can compute the variance in model perfor-
mance on the two datasets, IU-Xray and MIMIC-
CXR (collected from different hospitals and re-
gions, thus having different expression habits), to
obtain the robustness of the model on this task. As
a result, to measure the robustness scores of the
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Prompts Sources

MedQA (USMLE), MedMCQA, MMLU-Medicine
The following are multiple-choice questions about medical knowledge. Solve them in a step-by-step fashion, starting by summarizing the available information. Output a single option
from the four options as the final answer. (Singhal et al., 2023b)

PubMedQA
This is a multiple-choice question about medical research. Determine the answer to the question based on the strength of the scientific evidence provided in the context. Valid answers
are yes, no, or maybe. Answer yes or no if the evidence in the context supports a definitive answer. Answer maybe if the evidence in the context does not support a definitive answer,
such as when the context discusses both conditions where the answer is yes and conditions where the answer is no.

(Singhal et al., 2023b)

ChatDoctor
"task": "Your task is to list the medications based on the provided content related to the symptom or disease mentioned in the question. Understand the question, extract relevant
information, analyze it, and provide a concise and accurate answer.",
"answer format": Analysis: Provide an analysis that logically leads to the answer based on the relevant content. Final Answer: Provide the final answer, which should be a list of
medications related to the symptom or disease.
"not to dos": "Do not make assumptions not supported by the content. Avoid providing personal opinions or interpretations. Summarize and interpret the information as objectively and
accurately as possible. You are providing an analysis, not diagnosing or treating medical conditions."

(Zhou et al., 2023b)

MIMIC-CXR, IU-Xray
You are a helpful radiology assistant. The following are questions about radiology reports. Summarize the findings in the report into diagnostic statements in a coherent paragraph. Given
the findings: {Findings}. Q: Summarize the findings. A: (Tu et al., 2023)

MIMIC-III
Provide plain language discharge instructions, containing the following three main components from patients’ perspective: (1) What is my main health condition? (i.e., why was I in the
hospital?) (2) What do I need to do? (i.e., how do I manage at home, how should I best care for myself, what medications to take, and which appointments to go to next (if available)) (3)
Why is it important for me to do this?

(Fleming et al., 2023)

BC5-disease, NCBI-Disease
Paragraph: <Paragraph ID> | <text> Please extract all chemicals/genes/diseases mentioned in the paragraph. Answer with the format "<Paragraph ID> | <recognized entities>" (Chen et al., 2023)

DDI
@DRUG$ an anionic-binding resin, has a considerable effect in lowering the rate and extent of @DRUG$ bioavailability.
Target: You need to identify the relationship between the two @DRUG$.
Require: you must start with choose one from the [“mechanism,” “effect,” “advice,” “int,” “None”],
Specific Explanation: mechanism: This type is used to annotate DDIs that are described by their PK mechanism (e.g. Grepafloxacin may inhibit the metabolism of theobromine). effect:
This type is used to annotate DDIs describing an effect (e.g. In uninfected volunteers, 46% developed rash while receiving SUSTIVA and clarithromycin) or a PD mechanism (e.g.
Chlorthali done may potentiate the action of other antihypertensive drugs). advice: This type is used when a recommendation or advice Regarding a drug interaction is given (e.g.
UROXATRAL should not be used in combination with other alpha-blockers). int: This type is used when a DDI appears in the text without providing any additional information (e.g. the
interaction of Omeprazole and ketoconazole have been established). You should mark the final category with < >.

(Chen et al., 2023)

GAD
Given a sentence that introduces a gene (denoted as ”@GENE$”) and a disease (denoted as ”@DISEASE$”), predict whether the gene and disease have a relation or not. The relation
between the gene and disease can be any functional, causal, or associative connection. If there is a relation, then the label should be “Yes”, otherwise “No”. (Tang et al., 2023)

HoC
document: < text>; target: The correct category for this document is ? You must choose from the given list of answer categories (introduce what each category is ...)” (Chen et al., 2023)

Table 4: The prompts used for different evaluation tasks and datasets. We collect optimal prompts from existing
state-of-the-art work.

language reasoning, generation, and understanding
scenarios, we respectively calculate the variance
in model performance on the representative ques-
tion answering, radiology report summarization,
and named entity recognition tasks. Finally, we
sum the variance up to obtain the overall robust-
ness scores of the LLMs, reflecting whether their
accuracy is significantly impacted by variations in
the inputs.

Generalizability To effectively support clini-
cians in different settings, LLMs should perform
well in a wide range of scenarios and tasks (not
limited to QA). For clarity, we directly average all
the matching scores to obtain the ‘generalizabil-
ity’ scores to evaluate how LLMs perform across a
range of scenarios and tasks.

4 Large Language Models

As shown in Table 3, to provide a comprehensive
evaluation of LLMs in healthcare, we evaluate both
the general and medical LLMs. Please refer to
Zhao et al. (2023); Yang et al. (2023a) and Zhou
et al. (2023a); He et al. (2023) for a detailed in-
troduction to general LLMs and medical LLMs,
respectively.

General Large Language Models We include
nine general LLMs, including three leading closed-
source commercial LLMs, i.e., Claude-2 (An-
thropic, 2023), GPT-3.5-turbo (OpenAI, 2023a),

and GPT-4 (OpenAI, 2023c), and six open-source
public LLMs, i.e., ChatGLM (Tsinghua KEG,
2023; Du et al., 2022; Zeng et al., 2022), Alpaca
(Taori et al., 2023), Vicuna (Chiang et al., 2023),
and LLaMA-2-7B/13B/70B (Touvron et al., 2023c).
These general LLMs are trained on a large general-
purpose corpus with more than 1T tokens (Zhao
et al., 2023; Yang et al., 2023a; Zhou et al., 2023a).

Medical Large Language Models We choose
seven medical LLMs with different numbers of pa-
rameters and different types of fine-tuning data.
In detail, as shown in Table 3, ChatGLM-Med
(Wang et al., 2023b) and DoctorGLM (Xiong et al.,
2023) are fine-tuned on the ChatGLM-6B (Ts-
inghua KEG, 2023; Du et al., 2022; Zeng et al.,
2022) using QA pairs and dialogues, respectively.
Huatuo (Zhang et al., 2023a), ChatDoctor (Li et al.,
2023b), Baize-Healthcare (Xu et al., 2023), and
MedAlpaca-7B/13B (Han et al., 2023) are built
upon the LLaMA-series models. During fine-
tuning, both Huatuo and MedAlpaca employ the
QA pairs collected from the medical knowledge
graphs and medical texts, respectively. ChatDoc-
tor and Baize-Healthcare are fine-tuned on medical
dialogues generated by commercial LLMs (e.g.,
ChatGPT).

Prompts Prompt designs are crucial for the per-
formance of LLMs. Therefore, to ensure LLMs
achieve optimal performance across different tasks,
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Types Methods # Params
Language Reasoning Language Generation Language Understanding

MedQA MedMCQA MMLU PubMedQA ChatDoc. MIMIC-CXR IU-Xray MIMIC-III BC5 NCBI DDI GAD HoC

Task-specific SOTA - 44.6 43.0 - 60.2 - 46.1 67.9 30.5 90.0 89.4 84.1 84.0 85.1

G
en

er
al

L
L

M
s

Claude-2 - 65.1 60.3 78.7 70.8 9.1 13.3 9.4 26.1 52.9 44.2 50.4 50.7 70.8
GPT-3.5-turbo - 61.2 59.4 73.5 70.2 7.3 14.1 10.3 28.6 52.3 46.1 49.3 50.8 66.4
GPT-4 - 81.2 74.6 90.8 76.6 13.7 15.2 11.4 30.1 65.7 55.3 62.6 64.4 78.1

ChatGLM 6B 25.7 24.2 33.5 53.0 2.9 13.3 7.5 18.6 37.2 31.9 34.1 36.6 47.5
Alpaca 7B 34.2 30.1 40.8 65.2 3.5 12.6 8.7 20.4 41.2 36.5 37.4 36.9 52.6
Vicuna 7B 34.5 33.4 43.4 64.8 2.6 13.8 8.2 23.4 44.5 37.0 39.4 41.2 53.8
LLaMA-2-7B 7B 32.9 30.6 42.3 63.4 3.3 12.3 8.6 20.2 40.1 34.8 37.9 39.3 48.6
LLaMA-2-13B 13B 38.1 35.5 46.0 66.8 4.8 12.0 9.1 21.1 46.6 38.3 39.7 41.2 55.9
LLaMA-2-70B 70B 45.8 42.7 54.0 67.4 5.5 13.9 8.0 23.2 47.8 41.5 45.6 44.7 63.2

M
ed

ic
al

L
L

M
s

ChatGLM-Med 6B 27.3 25.8 35.3 58.8 3.3 9.5 4.7 19.4 40.5 35.2 37.4 33.6 49.3
DoctorGLM 6B 25.9 23.1 36.8 57.4 3.1 6.5 3.5 15.2 38.7 33.6 35.6 34.7 50.8
Huatuo 7B 28.4 24.8 31.6 61.0 3.8 8.7 3.8 17.8 43.6 37.5 40.1 38.2 50.2
ChatDoctor 7B 33.2 31.5 40.4 63.8 5.3 8.9 4.2 20.7 45.8 40.9 41.2 40.1 55.7
Baize-Healthcare 7B 34.9 31.3 41.9 64.4 4.7 9.8 4.4 19.3 44.4 38.5 41.9 45.8 54.5
MedAlpaca-7B 7B 35.1 32.9 48.5 62.4 4.8 10.4 7.6 22.1 47.3 39.0 43.5 44.0 58.7
MedAlpaca-13B 13B 37.3 35.7 51.5 65.6 5.1 11.7 8.6 24.7 49.2 41.6 44.1 44.5 59.4

Table 5: Performance (measured by traditional matching scores) of LLMs under the zero-shot learning setting. We
denote the results of three commercial LLMs (gray-colored) as upper bounds on the performance of open-source
public LLMs. For comparison, in the first row, we also report the results of task-specific state-of-the-art (SOTA)
models, which are fine-tuned in a fully supervised manner on downstream data and tasks. The close-ended QA task
is the only task for which the current LLMs are comparable to the SOTA.

we use tailored prompts for each task, so that LLMs
can effectively understand the task and questions.
In implementation, we adopt prompts used in the
current state-of-the-art work for each task in the
benchmark to evaluate the LLMs. Table 4 shows
the prompts we used and their references.

5 Results

5.1 Medical Language Reasoning

From Table 5, we observe that on all datasets, the
three leading commercial LLMs, i.e., Claude-2,
GPT-3.5-turbo, and GPT-4, significantly outper-
form other LLMs, general or medical. In partic-
ular, on the close-ended QA task with provided
options, GPT-4 even achieves a competitive accu-
racy of 81.2 compared to human experts (87.0) (Wu
et al., 2023). In terms of open-source public LLMs,
medical LLMs, e.g., ChatGLM-Med and Doctor-
GLM, achieve better results than general LLMs,
e.g., ChatGLM, on all datasets. It indicates that
fine-tuning the general LLMs on medical data can
improve their performances on reasoning tasks.

Discussion The results show that, on all close-
ended QA datasets, all LLMs significantly outper-
form existing task-specific SOTA models, e.g., Pub-
MedBERT (Gu et al., 2022). It proves that existing
LLMs have a strong reasoning ability to give ac-
curate answers from the options. However, on the
open-ended treatment recommendation task, com-
pared with SOTA models, all LLMs achieve poor
F1 scores (<15%) on the ChatDoctor dataset. This

indicates a considerable need for advancement be-
fore LLMs can be integrated into actual clinical
decision-making processes.

5.2 Medical Language Generation
This application is particularly useful in reducing
the heavy workload of clinicians in medical text
writing. Table 5 show that, among all LLMs, GPT-
4 (OpenAI, 2023c) consistently achieves the best
results on all generation tasks, showcasing its ex-
ceptional capability in capturing and summariz-
ing important clinical findings compared to other
LLMs. Nonetheless, the task-specific SOTA model
(Hu et al., 2022) achieves 46.1 and 67.9 ROUGE-L
scores on MIMIC-CXR and IU-Xray, respectively,
significantly higher than all LLMs.

Discussion On the MIMIC-CXR and IU-Xray ra-
diology report summarization datasets, most med-
ical LLMs that have been fine-tuned on medical
data, perform worse than general LLMs. In con-
trast, on the discharge instruction generation task,
which requires the model to understand various
types of medical data to provide accurate discharge
instructions, medical LLMs perform better than the
general LLMs. These observations may imply that
the instruction fine-tuning on medical data could
decrease the summarization ability of LLMs, but
improve the understanding of medical data.

5.3 Medical Language Understanding
All LLMs exhibit poor performances in this sce-
nario, including named entity extraction, relation
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(a) Language Reasoning 0-shot 1-shot 3-shots 5-shots
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(b) Language Generation 0-shot 1-shot 3-shots 5-shots
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(c) Language Understanding 0-shot 1-shot 3-shots 5-shots

Figure 1: Performance (measured by traditional matching scores) of LLMs under few (1,3,5)-shot learning setting.

extraction, and document classification tasks. For
example, the best results of LLMs are achieved
by GPT-4 on the BC5-Disease and NCBI-Disease
datasets, with 65.7 and 55.3 F1 scores, which are
significantly far from current state-of-the-art per-
formances, i.e., 90.0 F1 score achieved by Science-
BERT (Beltagy et al., 2019) and 89.4 F1 score
achieved by BioBERT (Lee et al., 2020), respec-
tively. The medical LLMs have better language
understanding than general LLMs in healthcare.
With the same parameters, all medical LLMs out-
perform the general LLMs over datasets.

Discussion The inadequate performance of all
LLMs may be attributed to the missing of task-
specific supervised training and thus a lack of nec-
essary medical knowledge, such as the medical
terminologies for named entity extraction, the med-
ical relations between drugs, conditions, and symp-
toms for relation extraction, and the background of
diseases for document classification (Chen et al.,
2023). As a result, existing LLMs fail to compre-
hend texts that typically require extensive expert
knowledge to interpret. This observation under-
scores the effectiveness of efficiently using clinical-
standard knowledge of diseases, symptoms, and
medications, to fine-tune the LLMs.

5.4 Few-shot Learning Setting

We further evaluate the performance of LLMs on
the few-shot learning settings, i.e., 1-shot, 3-shot,
and 5-shot learning settings. We analyze the three
scenarios, i.e., reasoning, generation, and under-
standing. For reasoning and understanding sce-
narios, we calculate the average performance of
all datasets under that scenario to report the per-
formance of LLMs. For the generation scenario,
since the text length of the input for the discharge
report generation task is long, we do not report the
few-shot learning performance on the MIMIC-III
dataset. Therefore, we compute the average of the
performance of the other generation datasets to ob-
tain the generation results of the LLMs. The results
are reported in Figure 1.

(a) We observe that the few-shot learning can
significantly boost the performances of LLMs in
language reasoning. It proves the effectiveness of
few-shot learning, in which the provided examples
could provide efficient knowledge of medical rea-
soning to reason about the correct answers. How-
ever, most LLMs achieve the best results under the
1-shot and 3-shot settings. More examples (e.g., 5
shots) may not only make it difficult for LLMs to
deal with long inputs but also potentially introduce
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Figure 2: Performance of existing LLMs on our BenchHealth benchmark in terms of clinical usefulness. Higher
faithfulness, comprehensiveness, and generalizability scores are better. Lower robustness scores are better.

noise into the LLMs, i.e., the provided examples
may not be relevant to the input problem, thus af-
fecting performance. As a result, providing more
examples does not lead to further improvements.

(b) In text generation, few-shot learning can di-
rectly demonstrate how to capture and summarize
important clinical information and provide a desir-
able writing style. As a result, few-shot learning
can consistently and substantially improve the per-
formance of the LLMs, with more samples leading
to better performance. It proves the effectiveness
of using few-shot learning to significantly boost the
performance of medical text generation.

(c) However, in the case of language understand-
ing, it clearly shows that few-shot learning impairs
performance. This may be because, in language un-
derstanding tasks, the characteristics of different in-
put data are usually very different from each other,
resulting in the entities or knowledge involved in
the examples often being irrelevant to the test data,
making the model unable to effectively utilize the
examples to improve performance.

5.5 Clinical Usefulness

In Figure 2, we report the performances of LLMs
in terms of clinical usefulness.

(a) In terms of faithfulness, all medical LLMs
outperform general LLMs, resulting in providing
more faithful answers than general LLMs, avoiding
misdiagnosis.

(b) In contrast, general LLMs demonstrate better
results than medical LLMs in terms of compre-
hensiveness, likely due to their susceptibility to
“hallucinations”, meaning the LLMs tend to gen-
erate massive content including both correct and
incorrect information.

(c) In terms of generalizability, we notice that
medical LLMs achieve optimal results, showing
that fine-tuning using the medical data can boost
the overall performance of LLMs in healthcare.

(d) The general LLMs have better robustness
and achieve lower robustness values than medi-
cal LLMs. For example, ChatGLM achieves 21.1
points, lower than ChatGLM-Med (22.4) and Doc-
torGLM (21.3).

Discussion We hypothesize that the better com-
prehensiveness of the general LLMs could poten-
tially be due to that a certain degree of hallucina-
tion may offer benefits. This hypothetical advan-
tage might assist clinicians by providing a broader
spectrum of diagnostic suggestions, which could
be advantageous in the diagnosis and treatment of
rare diseases. However, any content generated by
LLMs must be supported by factual knowledge and
evidence to provide reliable, rather than mislead-
ing, results. General LLMs have better robustness,
and thus can better understand a variety of diverse
inputs. We speculate that the reason may be the
limited diversity of fine-tuning data and tasks used
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Types Methods # Params
Faithfulness Comprehensiveness Generalizability Robustness

Claude-2 GPT-3.5 GPT-4 Claude-2 GPT-3.5 GPT-4 Claude-2 GPT-3.5 GPT-4 Claude-2 GPT-3.5 GPT-4

G
en

er
al

L
L

M
s

Alpaca 7B 29.5 35.0 9.5 29.0 40.0 18.0 21.0 26.0 17.5 32.0 42.5 23.5
Vicuna 7B 34.0 39.5 14.0 33.5 43.5 30.5 35.5 41.0 22.0 39.0 37.5 20.0
LLaMA-2-7B 7B 32.5 37.0 13.0 40.5 48.0 26.5 29.0 34.5 21.5 44.5 46.5 27.5
LLaMA-2-13B 13B 39.5 44.0 16.0 47.0 52.5 37.0 43.0 49.0 32.5 52.5 49.5 31.0
LLaMA-2-70B 70B 43.0 49.5 19.5 52.5 58.0 41.5 54.5 56.5 39.0 58.5 61.0 45.0

M
ed

ic
al

L
L

M
s ChatDoctor 7B 38.0 46.5 23.0 18.0 16.5 8.0 25.0 27.0 15.5 20.0 24.5 11.0

Baize-Healthcare 7B 44.5 52.0 28.5 29.5 33.5 18.5 39.5 45.5 28.0 36.0 42.0 22.5
MedAlpaca-7B 7B 47.0 55.5 31.5 26.0 33.0 15.5 33.5 31.0 19.0 30.5 37.5 17.0
MedAlpaca-13B 13B 50.5 61.0 34.0 31.0 35.5 19.5 38.5 39.0 20.5 37.5 43.0 24.0

Table 6: Performance of human evaluation on our BenchHealth benchmark. We compare open-source public LLM
with three leading commercial LLMs. All values are Win+Tie rates for public LLM. Higher is better in all columns.

to develop medical LLMs (Rohanian et al., 2023).
It leads to overfitting to specific types of data and
thus reduces the robustness of the model during
instruction fine-tuning.

5.6 Human Evaluation

We invite two junior annotators (medical students)
and a senior annotator (medical professor) to con-
duct the human evaluation. All three annotators
have sufficient medical knowledge. In implementa-
tions, we follow previous works (Li et al., 2023b;
Zhang et al., 2023b) to randomly select 200 real
patient-doctor conversations from Li et al. (2023b).
We require the LLMs to simulate a doctor and pro-
vide responses based on various patient inquiries.
Each junior annotator is assigned to independently
compare the responses from public LLMs and
those from the leading commercial LLMs, i.e.,
Claude-2, GPT-3.5-turbo, and GPT-4, in terms of
the perceived quality of the responses. It includes
faithfulness, comprehensiveness, generalizability,
and robustness. The senior annotator re-evaluates
the cases that are difficult for junior annotators
to decide. The annotators are unaware of which
model generates these reports. We report the results
(win+tie rates) of public LLMs in Table 6.

We observe that with the same number of model
parameters, medical LLMs outperform general
LLMs in terms of faithfulness and generalizability,
but underperform general LLMs in comprehensive-
ness and robustness. These results are consistent
with those shown in Figure 2, which demonstrates
the validity and appropriateness of our metric and
benchmark.

6 Conclusions

This paper introduces BenchHealth, a healthcare
benchmark encompassing medical language rea-
soning, generation, and comprehension scenarios.
It employs metrics that extend beyond mere accu-

racy, aiming to evaluate the utility and reliability
of LLMs for clinical applications. Although LLMs
have made promising advances, our analysis uncov-
ers a gap between the capabilities of LLMs and the
requirements for clinical application, especially in
open-ended non-QA tasks that lack pre-determined
answer choices, underscoring the challenges LLMs
face in providing reliable support in healthcare.

Limitations

A limitation of this work is that the recent develop-
ment of LLMs is rapid and we do not evaluate the
latest LLMs, e.g., GPT-4.5 and Qwen (Bai et al.,
2023), and medical LLMs, e.g., Zhongjing (Yang
et al., 2023b) and Qilin-Med (Ye et al., 2023).
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