Extraction of Crohn’s Disease Clinical Phenotypes from Clinical Text Using Natural Language Processing
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Abstract

Background: Crohn’s Disease (CD) patient heterogeneity in clinical practice is captured by the Montreal Classification. While the underlying concepts, disease behavior and age at diagnosis, are relevant outcomes and covariates in studies from real-world data, extracting this clinical information through manual chart review is labor-intensive and with limited scalability.

Methods: We developed and evaluated automated phenotyping algorithms to extract disease behavior and age at diagnosis from clinical narrative texts, using a rule-based approach based on the spaCy framework, and an approach based on zero-shot inference. The underlying data included 49,572 clinical notes and 2,204 radiology reports from 584 CD patients of the Mount Sinai Crohn’s and Colitis Registry. A test set of 200 clinical texts per classification category was labeled at sentence-level, in addition to patient-level ground truth data. The algorithms were evaluated based on their recall, precision, specificity values, and F1-scores.

Results: For the labeled dataset, an overall Cohen’s kappa inter-annotator agreement of 0.84 was achieved. The rule-based approach yielded high recall and precision values (0.75 - 1.00) on a note level for the behavioral disease phenotype using clinical notes, with slightly reduced performance using radiology reports. For age at diagnosis, recall and precision values of 0.81 and 0.88 were achieved on note-level, respectively. For both categories, the performance on patient- compared to note-level was reduced, potentially due to the accumulation of false positives and limitations in the data availability.

Conclusion: Based on our newly annotated dataset, we demonstrated the feasibility of automatically extracting disease behavior and age at diagnosis from clinical text. The resulting labels may facilitate extensive cohort analyses based on electronic health records, and support chart review processes in the future.
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1 Introduction

Crohn’s Disease (CD), one of the main entities of Inflammatory Bowel Disease (IBD), is an immune-mediated disease marked by recurrent episodes of chronic inflammation of the Gastrointestinal (GI) tract. The disease is characterized by high heterogeneity regarding disease course and treatment response [1]. Its progressive nature leads to the accumulation of disease complications and eventually surgical interventions, and thereby the build-up of structural alterations and irreversible bowel damage [2].

The Montreal Classification is used to group CD patients considering three categories: age at diagnosis, disease location, and disease behavior (Table 1) [3], [4]. Age at diagnosis refers to the age at initial CD diagnosis and disease location to the coarse region of inflammation. Disease behavior comprises different disease complications of CD, such as strictures (B2), fistulas, and abscesses (B3). Strictures are luminal narrowings in any part of the GI tract. They are developed due to chronic inflammation of the mucosa, resulting in excessive repairs of the area of inflammation and, eventually, the mixture of inflamed and scarred tissue [5]. Fistulas refer to abnormal passageways that form between different parts of the GI tract, between the GI tract and other organs, or between the GI tract and the exterior. They can develop due to chronic inflammation and damage to the intestinal wall [1], [6]. In the context of CD, an abscess is a localized accumulation of pus that can develop due to inflammation or infection, due to complicated and active disease, or after surgical interventions [7]. Perianal disease is regarded as a disease modifier that can co-occur with any of the other disease phenotypes (B1-B3): Any of the penetrating or stricturing disease complications that occur in the perianal region are counted as perianal disease. Disease behavior is not a static classification category, since disease complications can be gained during the course of the disease [2].

In a recent publication, an expert consensus of the European Crohn’s and Colitis Organization (ECCO) discussed core outcomes and outcome measures that are relevant to be reported in IBD studies based on real-world data, such as Electronic Health Records (EHR) [8]. Even though randomized studies are considered gold-standard, studies based on real-world data are of interest to derive complementary evidence. The data is essential as it enables longitudinal analysis of rich clinical data beyond the natural limitation of clinical trials [9]. For instance, in CD, through regular health care interactions for disease monitoring of the chronic condition and various types of interactions, such as endoscopic procedures, lab tests, radiology imaging, and other regular encounters, rich clinical information can be derived from patients’ EHR [10]. Furthermore, studies based on real-world data can mitigate the fact that many patients with severe disease courses are not included in clinical trials [11]. According to the ECCO expert group, when reporting on disease complications,
Table 1: Montreal Classification for Crohn’s Disease patients according to Silverberg, Satsangi, Ahmad, et al. [3]. *L4 is a modifier that can be added to L1–L3 when concomitant upper gastrointestinal disease is present. †“p” is added to B1–B3 when concomitant perianal disease is present.

<table>
<thead>
<tr>
<th>Category</th>
<th>Classification</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at Diagnosis</td>
<td>A1</td>
<td>Below 16 years</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>Between 17 and 40 years</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>Above 40 years</td>
</tr>
<tr>
<td>Disease Location</td>
<td>L1</td>
<td>Ileal</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>Colonic</td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>Ileocolonic</td>
</tr>
<tr>
<td></td>
<td>L4*</td>
<td>Isolated upper disease</td>
</tr>
<tr>
<td>Disease Behavior</td>
<td>B1</td>
<td>Non-stricturing and non-penetrating</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>Strictureing</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>Penetrating</td>
</tr>
<tr>
<td></td>
<td>p†</td>
<td>Perianal disease modifier</td>
</tr>
</tbody>
</table>

it is recommended to consider the presence of strictures, fistulas, and the disease phenotype as core outcomes. The Montreal Classification was recommended as outcome measure [8]. Next to disease behavior, age at diagnosis is part of the Montreal Classification and an important clinical component for CD clinical care and study cohort characterization, as it allows the deduction of disease duration, a prognostic factor for treatment response with biologics [12].

For large EHR-based studies, extracting clinical phenotypes in CD through chart review is a time-consuming process, requiring a lot of manual labor of domain experts. Structured EHR are not reliable enough to extract the relevant information: Ananthakrishnan et al. showed that in the health records of 399 CD patients, based on clinical notes, 36% of the cohort were affected by fistulizing disease while only being coded in 12%. Furthermore, 40% of the cohort had stricturing disease according to information extracted from clinical text, but it was only coded for 25%. Only perianal disease was coded in a higher fraction of patients (13%) than being mentioned in the narrative text (11%) [13].

The nuanced and often complex descriptions of the behavioral phenotype in clinical text include descriptions of symptoms and treatment responses, as well as the progression of the disease. Since this data is stored mainly in clinical narrative text, a patient’s disease behav-
ior is usually extracted by manual chart review [14]–[16]. Automated phenotyping based on Natural Language Processing (NLP) techniques, including information from clinical notes, could facilitate patient classification on a large scale with minimal manual labeling required. For instance, Stidham et al. demonstrated the successful extraction of extraintestinal manifestations in IBD patients recently using a rule-based NLP approach [17].

Clinical phenotyping algorithms can typically be divided into two main categories: rule-based and Machine Learning (ML)-based approaches. The choice between these approaches relies on factors like the availability of data and the complexity of the task at hand [18]. Rule-based techniques utilize predefined rules or criteria, often defined by experts and based on diagnostic codes, clinical test results, medications, or other clinical data. Creating these rules typically necessitates expertise in the relevant field. On the contrary, ML-based methods employ ML algorithms to recognize patterns in the data corresponding to different phenotypes. These algorithms can handle vast amounts of data and identify intricate patterns that might be challenging for humans to discern. Only a few years ago, most studies have been conducted using concept extraction. However, more deployment of unsupervised techniques is on the rise [19]. In their benchmark paper, Moldwin et al. demonstrated, amongst others, for digestive diseases, that the incorporation of unstructured data outperforms models that are only based on structured EHR [20]. Furthermore, for the identification of lumbar spine imaging findings, a developed ML system outperformed the rule-based NLP approach [21]. Nevertheless, a rule-based approach provides increased transparency compared to ML approaches, particularly when applying Large Language Models (LLMs).

In this work, we describe the development of a novel, sentence-based labeled dataset, including annotations of disease phenotype and age at diagnosis in clinical notes of CD patients. We used this dataset to develop and evaluate rule-based phenotyping algorithms and compare them with a baseline zero-shot transformer model in case of the behavioral disease phenotype. The established pipeline facilitates the large-scale labeling of previously unknown clinical narrative text.

2 Materials and Methods

2.1 Data Collection and Preprocessing

Clinical notes from the EHR of the Mount Sinai Data Warehouse (MSDW) [22] were acquired via the Artificial Intelligence Ready Mount Sinai (AIR-MS) platform. This dataset was further enriched with reports from the radiology department, allowing the inclusion of Computed Tomography (CT) and Magnetic Resonance Imaging (MRI) reports. A total of 792 CD patients from the Mount Sinai Crohn’s and Colitis Registry (MSCCR) were consid-
ered for this study [14]. We preprocessed the available clinical notes and radiology reports by removing irrelevant note types (e.g., telephone encounter and patient instructions) and texts that did not contain a CD-related context [Figure 1]. 584 of the 792 patients had at least one non-empty clinical note available after filtering. The clinical text dates range from February 1940 (first clinical text) to May 2023 (latest clinical text). For the annotation and extraction of the age at diagnosis, we additionally filtered notes for regular expressions containing key expressions such as "diagnosed", "Crohn’s [...] since", or "age at"[1]. To allow for further granularity, we split all clinical texts into sentences [Figure 1].

2.2 Annotation and Dataset Creation

For disease behavior, annotation guidelines were based on the COMPASS-IBD study and the Ocean State Crohn’s and Colitis Area Registry (OSCCAR) data dictionary [15], [16]. Two annotators, an internal medicine resident and an IBD researcher, labeled 200 notes on a sentence level [Figure 2]. An agreement sample of 50 notes (5,543 sentences) was used to ascertain the Inter-Annotator Agreement (IAA), which was measured using Cohen’s kappa statistics [23]. After resolving disagreements, a curated dataset was created and used as a test set. Additionally, a development set consisting of 200 clinical texts was labeled by non-experts. Rules were exclusively developed using this development dataset and evaluated on previously unseen test data. To allow an evaluation of the disease behavior on the patient level, we used a labeled subset from MSCCR. The data comprised 134 labeled patients with available clinical texts until their first endoscopy within the MSCCR study.

The annotation of the age at diagnosis was conducted by the IBD researcher, labeling 200 additional clinical texts on a sentence level based on three categories: age at diagnosis, diagnosis year, and disease duration. Notably, the current ground-truth age at diagnosis was calculated using patients’ birth years and the note dates. After curation, this dataset was split into a test and a development set. For a patient-level evaluation, the original labels from MSCCR patients with available clinical texts were used.

1Included clinical texts needed to match at least one of the following patterns: (D|d)ia[gnosed]DIAGNOSED, ((C|c)rohn|CROHN|cd|CD)[^a-zA-Z0-9]*(since|SINCE), (D|d)isease[^a-zA-Z0-9]*(O|o)nset|DISEASE[^a-zA-Z0-9]*ONSET, (A|a)ge[^a-zA-Z0-9]*(A|a)t[^a-zA-Z0-9]*(D|d)agnosis, AGE[^a-zA-Z0-9]*AT[^a-zA-Z0-9]*DIAGNOSIS
Figure 1: Data sources and preprocessing steps. After extracting all available clinical notes from CD patients in MSCCR up until two weeks after the date of initial endoscopy and biopsy for sample collection for the study, all notes with irrelevant titles were removed. Subsequently, from the available clinical notes and radiology reports, only disease-relevant texts were further processed by splitting them into sentences.

Figure 2: Labeling process. The process from building annotation guidelines to a final annotated and curated dataset for CD disease complications containing 150 clinical notes and 50 radiology reports.
2.3 Disease Behavior Phenotyping

Two primary methods for disease behavior phenotyping were adopted: a zero-shot classifier approach and a rule-based algorithm.

2.3.1 Zero-Shot Classifier

The disease behavior classification task on the sentence level was framed as a Natural Language Inference (NLI) problem, enabling the usage of the pre-trained model facebook/bart-large-mnli model[^1] from the Hugging Face Hub [24]. Multiple classifiers targeting specific behavioral phenotypes were utilized to identify instances of B2 (used classification labels: “structuring”, “narrowing”) and B3 (used classification labels: “abscess”, “fistula”) and the perianal region (used classification labels: “perianal”, “rectal”, “ileorectal”). A score threshold of >0.7 was set for categorizing conditions. In case B2 or B3 matched a sentence and the perianal region, the match was treated as a perianal disease match. An additional classifier for uncertainty detection was used by passing “uncertainty” as a label to the pre-trained Large Language Model (LLM). Sentences exceeding an “uncertainty” score of 0.7 were discarded.

2.3.2 Rule-based Approach

Grounded on the Clinical Information Extraction for Phenotyping and Predictive modeling using EHR (CLIPPEHR) infrastructure, the rule-based approach leverages spaCy [25], scispacy [26], and medspaCy [27]. A custom spaCy component, BehavioralPhenoCategorizer, is constructed for phenotype extraction. The en_core_sci_md scispacy model is the cornerstone for syntactic analyses and named entity recognition. After preprocessing, abbreviation detection, and Unified Medical Language System (UMLS) linking using a curated subset of UMLS Metathesaurus codes, patterns were established to detect specific CD behavioral phenotypes. The development process utilized spaCy’s Matcher class to design patterns that describe token sequences for accurate disease phenotyping of CD. Multiple patterns were crafted: for specific phenotype complications, direct string-level matches, UMLS linkages, and two additional patterns addressing medical conjectures (uncertainty matcher) and explicit exclusions (exclusion matcher). These patterns were further refined to differentiate complications like B2/B3 from perianal disease through UMLS linking and token-level regular expression-like patterns.

In clinical texts, often both the presence and absence of medical conditions are described, making effective negation detection crucial. For behavioral phenotyping in CD, two

[^1]: [https://huggingface.co/facebook/bart-large-mnli](https://huggingface.co/facebook/bart-large-mnli)
strategies were adopted: one leveraging medspaCy — a rule-based approach that identifies negation patterns and uses dependency parsing to determine negated entities, and the other utilizing a Transformer-based Clinical Assertion and Negation Classification BERT model [28]. For the latter, we deployed the pre-trained *bvanaken/clinical-assertion-negation-bert* model from the Hugging Face Hub that detects entity absence with a probability score, considering spans as negated if they surpass a 0.5 threshold.

The BehavioralPhenoCategorizer processes each document in stages: initial categorization using UMLS matching, pattern application to detect matches, followed by exclusion checks based on direct string matching of terms such as “no” or ”not” and the results of the chosen negation detection method. In case of a CD complication match, a context window of up to seven tokens is scanned for uncertainty or exclusion patterns. If the match is not determined to be negated but still linked to B2 or B3 classifications, proximity to mentioning the perianal region is checked, leading to potential phenotype reassignment. Phenotypes are stored and aggregated at different levels (patient, note, or sentence), with the most severe phenotype following the order B1<B2<B3. If the input data contains labeled ground-truth information, the phenotyping performance is assessed (Figure 3).

### 2.4 Age at Diagnosis Phenotyping

Similar to the disease behavior, a custom spaCy component, AgeAtDiagnosisClassifier, was engineered to determine the age at diagnosis. Through a series of pattern matching, textual spans indicating age at diagnosis (e.g., "diagnosed with 8 years"), disease duration (e.g., "CD since 10 years"), or diagnosis year (e.g., "CD diagnosed in 2002") were recognized. Subsequent analysis determined the age at diagnosis based on these matches, the patient’s year of birth, and the date of the note. Of note, the identified year of birth includes an error margin of ±1 year, since exact dates are not frequently mentioned in clinical notes. For performance metrics, True Positives (TP) corresponded to accurately identified ages at diagnosis (within ±1-year). True Negatives (TN) were accurate identifications where age information was absent, False Positives (FP) were defined as wrongly identified age at diagnosis labels, and False Negatives (FN) represented overlooked labeled instances.

### 2.5 Evaluation of the Algorithms Performance

We evaluated the algorithms based on recall, precision, specificity and F1-Score. During the development of the disease behavior rule-based phenotyping algorithm, our primary metric of interest was recall, given the importance of the sensitive identification of positive
Figure 3: Rule-based phenotyping algorithm. The phenotyping process starts with clinical texts from radiology and clinical notes as input. The spaCy pipeline contains, on the one hand, elements defined by CLIPPEHR and, on the other hand, the newly developed BehavioralPhenoCategorizer or the AgeAtDiagnosisCategorizer. After the phenotype extraction, result aggregation and performance analysis are optional. Evaluation is only conducted if ground-truth labels are available.
instances. For age at diagnosis, on the other hand, we prioritized precision to focus on the accurate extraction of the information for downstream tasks. Maintaining a balanced precision, F1-Score, and specificity were set as secondary aims.

3 Results

We developed and evaluated phenotyping algorithms for two dimensions of the Montreal Classification, disease behavior and age at diagnosis, that are being used to group CD patients according to their clinical presentation and disease history. Two raters were included in the annotation process for a more complex and nuanced description of the disease behavior category to evaluate IAA. In the following, we separately present the results for disease behavior and age at diagnosis extraction.

3.1 Automated Extraction of the Disease Behavior

To evaluate the performance of the disease behavior phenotyping algorithms, we created a newly annotated dataset comprising 150 clinical notes and 50 radiology reports, with a total of 15,390 sentences (Table 2).

50 of these clinical notes were handed to two different annotators. The quality of the labeling process was determined through Cohen’s kappa agreement scores. We observed an overall IAA score of 0.84 (B1: 0.83; B2: 0.81; B3: 0.85; perianal disease: 0.87). These results indicate a near-perfect consensus among annotators [29], underlining the robustness and appropriateness of the labeled data as ground truth for subsequent phenotyping algorithm evaluations.

After the annotators found a consensus for all disagreement instances, in the finalized, curated test set, approximately 1% of clinical note sentences and 3.6% of radiology report sentences got a B2 or B3 label assigned. This aligns with the perianal disease modifier, with roughly 0.8% of clinical note sentences and 2.1% of radiology report sentences with a positive annotation (Table 2).

With the zero-shot classifier based on the pre-trained NLI model as baseline analysis, we were challenged to balance the various performance metrics. Notably, while a satisfactory recall score of approximately 0.81 for B3 was attained based on clinical notes, there was a consequent compromise in precision and F1-Score, with values ranging from below 0.01 to 0.46 on sentence-level (Suppl. ??). We observed a congruent pattern when evaluating radiology reports (Suppl. ??). Of note, the model was not fine-tuned with our specific classification tasks. Since a high number of false positives was already predicted on sentence level, we did not further aggregate and evaluate the results on note-level.
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Table 2: Overview of the annotation process of the test dataset for the behavioral disease phenotype using clinical notes and radiology reports (rep.).

<table>
<thead>
<tr>
<th></th>
<th>Clinical Notes</th>
<th>Radiology Rep.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of notes</td>
<td>150</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Total number of sentences</td>
<td>14,236</td>
<td>1,154</td>
<td>15,390</td>
</tr>
<tr>
<td>Mean sentences per note (SD)</td>
<td>95 (±87)</td>
<td>23 (±11)</td>
<td>-</td>
</tr>
<tr>
<td>Notes Not B2/B3</td>
<td>112</td>
<td>32</td>
<td>144</td>
</tr>
<tr>
<td>Sentences</td>
<td>14,094</td>
<td>1,113</td>
<td>15,207</td>
</tr>
<tr>
<td>Notes B2</td>
<td>13</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>Sentences</td>
<td>62</td>
<td>24</td>
<td>86</td>
</tr>
<tr>
<td>Notes B3</td>
<td>25</td>
<td>11</td>
<td>36</td>
</tr>
<tr>
<td>Sentences</td>
<td>80</td>
<td>17</td>
<td>97</td>
</tr>
<tr>
<td>Notes Perianal disease</td>
<td>25</td>
<td>7</td>
<td>32</td>
</tr>
<tr>
<td>Sentences</td>
<td>113</td>
<td>24</td>
<td>137</td>
</tr>
</tbody>
</table>

The rule-based approach was evaluated on patient-, note-, and sentence-level. First, to optimize our pipeline, we conducted a series of experiments with varied settings regarding rule types and negation detection options on the test set at the sentence level. Concerning the differentiation of rule types, we observed that a synergistic approach combining UMLS matching rules with rules for direct string matching was superior in its performance compared to applying either of the rule types alone. Notably, the exclusive employment of string matching exhibited superior results compared to solely relying on UMLS matching across both clinical notes and radiology reports (Suppl. ??). For negation detection, we analyzed the number of false positives and false negative disease complications using either the medspaCy negation detection component or the LLM Negation Classifier or no negation detection at all. The LLM Negation Classifier performed as the superior compared to the other two options, manifesting the lowest incidence of false negatives while preserving a substantial number of accurately identified instances (Suppl. ??, Suppl. ??).

With the automated behavioral phenotyping based on clinical notes, we yielded high recall values on note-level, ranging from 0.92 - 1.00 depending on the phenotype (Table 3). In particular, for perianal disease and B3, all instances were correctly identified. Based on radiology reports, these values dropped to 0.64 - 1.00, with less sensitive identification, in particular of B3 and B2. The underlying reasons may be the incorrect identification of B2 or B3 as perianal disease. Overall, the precision values and F1-Scores indicate over-classification, resulting in false positive disease complication labels.

For 134 patients of the MSCCR study, we extracted the disease phenotype at study
Table 3: Performance of different rule-based phenotyping algorithms on note level using the newly annotated test dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Phenotype</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease Behavior Model on Clinical Notes</td>
<td>Not B2/B3</td>
<td>0.94</td>
<td>1.00</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>0.92</td>
<td>0.75</td>
<td>0.83</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>1.00</td>
<td>0.86</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>p - Yes</td>
<td>1.00</td>
<td>0.86</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>p - No</td>
<td>0.97</td>
<td>1.00</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>Disease Behavior Model on Radiology Reports</td>
<td>Not B2/B3</td>
<td>0.91</td>
<td>0.94</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>0.71</td>
<td>0.50</td>
<td>0.59</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>0.64</td>
<td>0.78</td>
<td>0.70</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>p - Yes</td>
<td>1.00</td>
<td>0.80</td>
<td>0.89</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>p - No</td>
<td>0.95</td>
<td>1.00</td>
<td>0.98</td>
<td>1.00</td>
</tr>
<tr>
<td>Age at Diagnosis Model on Clinical Notes &amp; Radiology Reports</td>
<td>Age at Diagnosis</td>
<td>0.81</td>
<td>0.88</td>
<td>0.85</td>
<td>0.68</td>
</tr>
</tbody>
</table>

enrollment through manual chart review, considering all clinical information up until this time point. Compared to the note-level analysis, we achieved a recall value of 0.71 and a precision of 0.48 for detecting any complication (B2 or B3). For the detection of perianal disease, the recall was 0.85 and precision 0.56, considerably decreased compared to the note-level analysis (Table 4). Of note, for the annotation process of the patient-level ground-truth labels, as the primary clinical information system was used, the basis of underlying data differed from the information available for the automated phenotyping.

### 3.2 Automated Extraction of the Age at Diagnosis

We evaluated the performance of the age at diagnosis extraction through the rule-based model on patient- and note-level. While on note-level we observed balanced performance metrics, exemplified by a recall of 0.81 and a precision of 0.88 (Table 3), on patient-level, a similar balance of the performance measures was achieved with slightly lower overall performance values (Table 4). The underlying data of the 584 MSCCR patients for evaluation on
patient-level was not specifically scanned for availability of the information in scope within the written clinical text. Therefore, the reduced performance of the model on patient-level may be explained by the limited data availability.

Table 4: Performance of different rule-based phenotyping algorithms on patient-level. 134 patients of the MSCCR cohort had available information on the behavioral disease phenotype through manual chart review. The age at diagnosis was evaluated on 584 MSCCR patients with available clinical narrative texts using the available age at diagnosis labels of the cohort.

<table>
<thead>
<tr>
<th>Model</th>
<th>Phenotype</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease Behavior Model</td>
<td>Not B2/B3</td>
<td>0.65</td>
<td>0.83</td>
<td>0.73</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>B2/B3</td>
<td>0.71</td>
<td>0.48</td>
<td>0.58</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>p - Yes</td>
<td>0.85</td>
<td>0.56</td>
<td>0.68</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>p - No</td>
<td>0.83</td>
<td>0.96</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>Age at Diagnosis Model</td>
<td>Age at Diagnosis</td>
<td>0.73</td>
<td>0.70</td>
<td>0.71</td>
<td>-</td>
</tr>
</tbody>
</table>

4 Discussion

In this work, we demonstrate the feasibility of the automatic extraction of disease behavior and age at diagnosis, two components of the Montreal Classification, from clinical texts using a rule-based NLP approach. To our knowledge, we are the first to describe phenotyping algorithms for the stated task.

We created two labeled datasets to evaluate our algorithm, including sentence-level annotations for disease behavior and age at diagnosis. In particular, the more complex descriptions of the disease phenotype required the evaluation of the two annotators based on the Cohen’s kappa value. The IAA described in this work, except for perianal disease, surpass the kappa statistics documented in previous literature [30], [31]. Of note, the sentence-level annotation agreements are difficult to be compared with patient-level annotations. Overall, our results suggest the acceptability of our annotated data as a test dataset.

Shrestha et al. described in their work the identifications of disease phenotypes by using International Classification of Diseases (ICD) codes of the Swedish National Patient Register. Their reported recall values lie between 0.62 for B2/B3, 0.75 for B1, and 0.81 for
perianal disease, and on average 0.94 for the different phenotype groups of age at diagnosis \cite{32}. While on a patient-level, their results were superior compared to ours, we have to acknowledge that with the fragmented health care systems as they exist in the US \cite{33}, coded information in EHR data is not reliable enough to extract the complex clinical information \cite{13}. We developed a rule-based pipeline working directly with clinical text to mitigate this lack of coded information. On a note-level, we achieve recall values between 0.64 and 1.00, and precision values between 0.50 and 1.00. The overall performance is similar as described for other tasks in the literature, for instance, the extraction of extraintestinal manifestations \cite{17}.

Our models for disease behavior classification performed superior on clinical notes compared to radiology reports (Table 3). One underlying reason might be the fact that radiology reports were notably underrepresented in both our test and development sets. Characteristically, radiology reports tend to exhibit longer sentences, employ more intricate language structures, contain fewer spelling errors, and frequently include suggestions, exclusions, and negations. These different text compositions may have influenced the overall performance, highlighting the need for broader representation and potentially different processing strategies for diverse report types in future studies.

For disease behavior, we noticed a trend towards over-classification on the note- and patient-level. Through error analysis on a note-level, we realized that a major error source was the misclassification of B2/B3 and perianal disease. The description of the penetrating or stricturing disease complication can be the same in these cases since the localization of the disease complications defines the correct phenotype. Therefore, this classification task is of particular challenge.

For a more in-depth understanding of false classifications on a patient level, we analyzed five falsely positive and falsely negative classified patients for B2/B3 and perianal disease. False positive instances for B2/B3 mainly arose from the description of similar complications in other disease contexts (e.g., carotid stenosis), complex sentence structures leading to errors in negation detection, and confusion with perianal disease. Instances misclassified as perianal disease are suspected to be partly wrong-labeled, and in one instance the negation detection was not sophisticated enough to catch the negation in the given sentence structure. For the patients with false negative labels of B2/B3 and perianal disease, there was no clear description of the phenotype in the clinical texts.

For the age at diagnosis extraction, challenges mainly arose due to the varied representations of dates in the data, coupled with the task of unambiguously linking a date occurrence to the diagnosis of CD.

While our study shows promising results, we have to acknowledge certain limitations. Foremost, our findings highlight the difficulty of completely replacing manual chart review
with automated NLP-based phenotyping if the underlying data basis is not the same. In our case, due to the high fragmentation of clinical data into multiple IT systems, we did not have access to endoscopy reports for our study. Next to an increased development burden, this experienced limitation of the results to the available data is generally a typical drawback when it comes to rule-based algorithms [34].

Our models were evaluated on only Mount Sinai Health System (MSHS)-internal clinical texts. This poses a potential limitation, as the algorithms might be particularly tuned to language idiosyncrasies specific to physicians at Mount Sinai or the reporting conventions typical of this institution. With external evaluation, we may be able to make statements about the models’ generalizability to other clinical settings with different linguistic nuances or documentation practices.

The presented rule-based models offer systematic and transparent reasoning and are thus potentially the preferred support for labeling tasks in a clinical setting, especially when no baseline for the stated problem exists. Nevertheless, based on the latest developments of ML-based approaches, they might offer potential for future improvements. On a technical level, the results of the zero-shot inference model should be considered preliminary. In particular, we used the off-the-shelf pre-trained solution to derive a baseline for comparison purposes, which was not a fine-tuned model on task-specific labeled data. Additionally, the NLI model was pre-trained on general-domain rather than clinical data. With the described solution, we cannot draw final conclusions on whether a rule-based approach can be generally preferred, but should further evaluate in-context or other few-shot learning approaches that are tailored to the biomedical domain like GatorTron [35]. Also, the capabilities of newer general models such as GPT-4 [36] would be of interest. Besides these potential limitations of the classifier, our method of sentence splitting occasionally resulted in phenotype information being fragmented across multiple sentences, complicating the classification task.

Nevertheless, with the described phenotyping algorithms and results, we are confident that we can contribute towards studies based on large cohorts and that our algorithms would be helpful to support chart review, accelerate the process of generating labels for, e.g., clinical studies, and would overall be beneficial to optimize label quality.

5 Conclusion

In this work, we successfully established a comprehensive phenotyping pipeline for two components of the Montreal Classification: disease behavior and age at diagnosis. We describe two newly developed custom spaCy components, the BehavioralPhenoCatego-
rizer and AgeAtDiagnosisCategorizer. The development and validation of our NLP-based pipeline were supported by creating a newly annotated dataset, which will serve as a resource for subsequent investigations. While our rule-based approaches have demonstrated high performance on note- and patient-level, further exploration into leveraging machine learning models, particularly LLM, is planned. We believe this would contribute to a more robust system capable of outperforming or complementing current methods. Our approach can serve as a strong baseline for such future developments. We anticipate that NLP-based information extraction for extensive cohort studies based on real-world data may increasingly be applied in the future.
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