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Abstract 
Objective 
To determine the capabilities of ChatGPT for rapidly generating, rewriting, and evaluating (via diagnostic 
and triage accuracy) sets of clinical vignettes. 
Design  
We explored the capabilities of ChatGPT for generating and rewriting vignettes. First, we gave it natural 
language prompts to generate 10 new sets of 10 vignettes, each set for a different common childhood 
illness. Next, we had it generate 10 sets of 10 vignettes given a set of symptoms from which to draw. We 
then had it rewrite 15 existing pediatric vignettes at different levels of health literacy. Fourth, we asked 
it to generate 10 vignettes written as a parent, and rewrite these vignettes as a physician, then at a 
grade 8 reading level, before rewriting them from the original parent’s perspective. Finally, we 
evaluated ChatGPT for diagnosis and triage for 45 clinical vignettes previously used for evaluating 
symptom checkers. 
Setting and participants 
ChatGPT, a publicly available, free chatbot. 
Main outcome measures 
Our main outcomes for de novo vignette generation were whether ChatGPT followed vignette creation 
instructions consistently, correctly, and listed reasonable symptoms for the disease being described. For 
generating vignettes from pre-existing symptom sets, we examined whether the symptom sets were 
used without introducing extra symptoms. Our main outcome for rewriting existing standardized 
vignettes to match patient demographics, and rewriting vignettes between styles, was whether 
symptoms were dropped or added outside the original vignette. Finally, our main outcomes examining 
diagnostic and triage accuracy on 45 standardized patient vignettes were whether the correct diagnosis 
was listed first, and if the correct triage recommendation was made. 
Results 
ChatGPT was able to quickly produce varied contexts and symptom profiles when writing vignettes 
based on an illness name, but overused some core disease symptoms. It was able to use given symptom 
lists as the basis for vignettes consistently, adding one additional (though appropriate) symptom from 
outside the list for one disease. Pediatric vignettes rewritten at different levels of health literacy showed 
more complex symptoms being dropped when writing at low health literacy in 87.5% of cases. While 
writing at high health literacy, it added a diagnosis to 80% of vignettes (91.7% correctly diagnosed). 
Symptoms were retained in 90% of cases when rewriting vignettes between viewpoints. When 
presented with 45 vignettes, ChatGPT identified illnesses with 75.6% (95% CI, 62.6% to 88.5%) first-pass 
diagnostic accuracy and 57.8% (95% CI, 42.9% to 72.7%) triage accuracy. Its use does require monitoring 
and has caveats, which we discuss.  
Conclusions 
ChatGPT was capable, with caveats and appropriate review, of generating, rewriting, and evaluating 
clinical vignettes. 
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ChatGPT for Clinical Vignette Generation, Revision, and Evaluation. 

Introduction 

Clinical vignettes are written case reports and simulations used in health education and research. 

Vignettes are designed to elicit readers’ beliefs,1 and aim to elicit similar responses in hypothetical 

situations as would be shown in the real world.2 However, for such a widespread teaching and practice 

tool, vignette development or validation is a relative unknown, and there has been debate around the 

applicability of vignettes to actual decision-making.3 Development of these health education items is 

also expensive, with a similarly constructed item, multiple choice test questions, estimated at a cost of 

$1500-2500 each.4 Previous studies have proposed systematic frameworks for developing vignettes for 

health professionals,2 methods for evaluating vignette content validity,5 and integrating co-design into 

the vignette creation process.6 A recent review that aimed to synthesize vignette methodology in 

qualitative healthcare research suggested that this methods-focused work was necessary, arguing that 

the variability between development methods demonstrated the need for a more rigorous, transparent 

vignette development process.7 However, there is little work into generating large volumes of clinical 

vignettes in an automated way. While variations of a technique called Automated Item Generation (AIG) 

(a template-based, expert-informed process)4 have been used in the past, we were unable to find 

examples in the literature of using chatbots or conversational AI for this purpose. This study explores the 

use of a modern conversational agent (aka chatbot), specifically ChatGPT, for generating and evaluating 

clinical vignettes.  

Chatbots are computer programs that simulate human-like conversations, and have become increasingly 

popular with advancements in natural language processing (NLP, a branch of Artificial Intelligence (AI)  

focusing on linguistic interactions between humans and computers).8 Chatbots are used in a wide range 

of applications such as marketing and education,9 and in health, including online medical consultation 

(Babylon Health), Florence the “personal nurse” reminding patients to take their medications, and 

diagnostic agents such as Ada Health, a virtual symptom checker.10 Chatbots can be based on a number 

of theoretical foundations. The first chatbots were based on templates: conversations were created by 

pattern-matching user inputs to predefined outputs. As technology evolved, chatbots were created to 

handle large amounts of data (corpus-based chatbots), then respond more flexibly by addressing the 

intent of user queries (intent-based chatbots), generate their own dialogue rather than responding 

based on pattern-matching (Recurrent Neural Network (RNN)-based chatbots), and using the context in 

which queries were made to inform their responses (Reinforcement Learning (RL)-based chatbots).11 

From these approaches, a hybrid model was developed that asks more than one chatbot to contribute 

to its response, using a ranking system to generate a combined output. This approach has led to the 

recent development of large language models: a group of machine learned algorithms trained on 

massive amounts of data that are aimed at generating human-like text (e.g. translation, summarization, 

and conversation).12 These chatbots belong to a larger class of AI called generative models. Generative 

models are being used in research to write papers (e.g. Galactica), code (e.g. Codex),13 and algorithms 

(e.g. AlphaTensor). These models are now capable of translating between modes of communication, 

including text-to-audio (e.g. AudioLM),14 text-to-image (e.g. DALLE-2),15 text-to-3D image (e.g. 

Dreamfusion),16 and text-to-video (Phenaki).17 The opposite way is possible as well, with models such as 

Flamingo,18 enabling image-to-text generation.19  

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted February 8, 2023. ; https://doi.org/10.1101/2023.02.04.23285478doi: medRxiv preprint 

https://doi.org/10.1101/2023.02.04.23285478
http://creativecommons.org/licenses/by/4.0/


3 
 

Chatbots have struggled with several issues, including the ability to understand colloquial language, 

their flexibility in providing solutions to new problems, and trained-in bias (negative real-world effects 

caused by the data on which the chatbot was trained). ChatGPT is a chatbot running a 175 billion-

parameter language model, made by combining a large language model called GPT-3 (Generative Pre-

trained Transformer 3) and fine-tuning its responses using Reinforcement Learning with Human 

Feedback (RLHF).20 In the first months since its release on November 30 2022, ChatGPT’s ability to 

respond flexibly to ever-increasing demands (from simple queries to writing full scientific papers) has 

generated enough interest for more than 1350 research articles on the topic, indexed by Google Scholar. 

We began exploring ChatGPT because of its potential to generate large, standardized, high-quality 

databases of clinical vignettes relevant to our work with common childhood illnesses.21 In this study, we 

will examine how well ChatGPT can generate clinical vignettes from simple prompts and predefined 

symptom sets, rewrite vignettes to match the communication styles of different audiences, and evaluate 

existing vignettes using the same language model. 

Methods 
We used ChatGPT (Jan 9 version, Free Research Preview),22 as the basis of five experiments to explore its 

capabilities in vignette generation from a simple text prompt, identify diseases and generate vignettes 

from predefined symptom sets, rewrite vignettes with different levels of medical vocabulary, and 

rewrite given vignettes in different communication styles. We also evaluated its capacity for diagnosis 

and triage of an existing set of 45 standardized vignettes.21 

Experiment 1 
First, we generated a synthetic set of pediatric clinical vignettes using ChatGPT. We created 10 pediatric 

clinical vignettes for each of 10 common childhood diseases, each using a prompt given below. The set 

of diseases is listed in Table 1. 

Prompt: Write ten different clinical vignettes in the first person from the perspective of the child's 

mother or father or guardian speaking. Each vignette should contain one to all of the lay symptoms of a 

child who has [disease]. Do not use the term [disease], but make sure the combination of symptoms you 

use points to it. Do not use symptoms from the previous vignette. 

We then input the set of prompts for each disease into ChatGPT to summarize symptom counts. 

Experiment 2 
We had ChatGPT write pediatric clinical vignettes based on a predefined symptom list. Symptoms were 

initially entered as a list for each disease, with no additional prompt given, and ChatGPT was allowed to 

respond. ChatGPT was then prompted to write 10 vignettes based on each symptom list. We used a list 

of symptoms drawn from existing knowledge translation tools (KT tools), which were developed using 

best-available evidence and co-developed with parents, healthcare professionals, and researchers.23-32 

This list of symptoms was developed for use in a symptom checker for differentiating between diseases, 

and is not intended to provide a complete list of symptoms describing each disease. 

Initial prompt: List of symptoms for one disease, as shown in Table 1. 

Follow-up Prompt: Using the list of symptoms above, generate 10 pediatric clinical vignettes about 

[disease]. Do not use the term [disease]. 
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Table 1. List of symptoms used to prompt ChatGPT, and associated illness. 

Diagnosis Symptoms 

Anaphylaxis breathing problems, chest pain, coughing, diarrhea, dizziness, fast 
breathing or fast heartbeat, heart pounding or racing, itching, light-
headed, nausea, passed out/lost consciousness, rashes or hives, runny 
nose, stomach pain, swelling of eyes, face, or lips, throat tightness, 
throwing up/vomiting, tingling mouth, watery eyes 

Asthma breathing problems, chest pain, coughing, fast breathing or fast 
heartbeat, sleepy/very tired, trouble breathing in, sucking in of the skin 
around the collarbones and between the ribs when breathing 

Bronchiolitis breathing problems, chest pain, coughing, difficulty sleeping, dry 
mouth, fast breathing or fast heartbeat, fever, less than 3 months old 
and has a fever, no tears, no wet diapers, not peeing for 8 hours or 
more, not peeing or not peeing often, refusing to eat, drink, or nap, 
runny nose, sleepy/very tired, sunken eyes, sunken soft spot on top of 
head, throwing up/vomiting 

Chronic pain agitated, crying, fussy, or irritable, pain lasting a long time, pain without 
a known cause, stomach pain 

Croup agitated, crying, fussy, or irritable, blue lips or fingertips, breathing 
problems, coughing, difficulty sleeping, dizziness, drooling or 
swallowing problems, fever, hoarse voice, passed out/lost 
consciousness, refusing to eat, drink, or nap, runny nose, sleepy/very 
tired 

Ear infection agitated, crying, fussy, or irritable, difficulty sleeping, ear pain or pulling 
on ear, fever, fluid leaking from ear, refusing to eat, drink, or nap, 
seizure 

Fever agitated, crying, fussy, or irritable, difficulty sleeping, fever, less than 3 
months old and has a fever, not peeing for 8 hours or more, rashes or 
hives, refusing to eat, drink, or nap, seizure, sleepy/very tired 

Functional 
constipation 

1 or more poop accidents a week, difficult or painful poops, holding in 
poop, very large poops 

Gastroenteritis cold hands or feet, diarrhea, dry mouth, fever, less than 3 months old 
and has a fever, nausea, no tears, not peeing or not peeing often, 
seizure, sleepy/very tired, stomach pain, sunken eyes, thirsty, throwing 
up/vomiting 

UTIs agitated, crying, fussy, or irritable, back pain, fever, less than 3 months 
old and has a fever, lower belly pain, no bladder control, no tears, no 
wet diapers, not peeing for 8 hours or more, not peeing or not peeing 
often, painful or burning pee, pee is pink, red, brown, or cloudy, pee 
smells strange, peeing often, refusing to eat, drink, or nap, sleepy/very 
tired, throwing up/vomiting 
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Experiment 3 
We explored how well ChatGPT could apply different levels of medical vocabulary to an existing 

vignette. We asked ChatGPT to explain its understanding of health literacy before asking it to rewrite a 

prompt, to gain understanding of its knowledge base in this domain. We asked it to rewrite the 15 

pediatric clinical vignettes from Semigran et al. (2015), as written in the first person by parents at low, 

average, and high health literacy.  

Comprehension prompt: What is health literacy? 

Prompt 1: Rewrite the following clinical vignette, in first person, as a child's parent, in each of the 

following styles: the parent has low, average, or high health literacy. Identify the style in which you 

wrote each prompt. Vignette: [Semigran vignette] 

Experiment 4 
Our fourth experiment examined how well ChatGPT could translate one description of disease between 

very different communication styles, while maintaining the same information content. We asked it to 

write ten vignettes about anaphylaxis from a parent’s perspective, using a given list of symptoms. Then, 

ChatGPT was prompted to rewrite these as standard clinical vignettes using medical vocabulary. We 

then asked it to re-write these vignettes using medical vocabulary at a grade-8 reading level. Finally, we 

asked it to re-write these back to their original form: in the first person as a worried parent. 

Initial Prompt: Write pediatric clinical vignettes for [disease] from the first-person perspective of a 

worried parent, using partial sets of the following set of symptoms: [symptom list for disease]. 

Follow-up prompt: Re-write as a clinical prompt from the perspective of a clinician. 

Follow-up prompt 2: Re-write at a grade-8 reading level. 

Follow-up prompt 3: Re-write in the first person as a worried parent. 

Experiment 5 
Finally, we examined how well ChatGPT could match diagnoses from existing clinical vignettes. We 

asked it to diagnose and triage into the three premade categories (Emergent care required/non-

emergent care reasonable/self-care reasonable) a set of 45 simplified standardized patient vignettes for 

assessing symptom checkers.21 We also tested diagnosis of the full prompts to discover any differences 

in primary diagnosis caused by how the prompt was presented to ChatGPT. 

Prompt: Diagnose [Semigran (2015) simplified vignette]. 

Follow-up prompt: Consider the following simplified clinical vignettes. For each, triage it into one of 

three categories: emergent care required (for example, pulmonary embolism), non-emergent care 

reasonable (for example, otitis media), and self care reasonable (for example, viral upper respiratory 

tract infection). First vignette [Semigran (2015) simplified vignette]. 

Prompt 2: Diagnose [Semigran (2015) full vignette] 
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Results 

Experiment 1 
We began by asking ChatGPT to generate clinical vignettes in lay language and add variation by avoiding 

symptoms in the previous vignette, and avoiding the name of the disease, but still providing a clear 

description of symptoms that would be diagnosed as that disease. This was generated as part of a varied 

dataset of vignettes to be used for symptom checker evaluation. The vignettes produced were short, to-

the-point, and contained basic symptom information, and were all written in the first person. ChatGPT 

did not propose symptoms that would be unexpected in the 10 diseases evaluated. However, it did use 

the term, “fever,” in 30% of Fever vignettes, and the same symptom being used in subsequent vignettes 

occurred 20.5% more than parameters specified. Further testing of this phenomenon revealed that 

ChatGPT was unwilling to write a set of 10 vignettes without using the same symptoms in adjacent 

prompts, if it considered the symptom to be key to the disease. Instead, it switched other rules, using 

different symptom combinations or contexts in which the symptom were presented. According to 

ChatGPT, “If I have to write ten clinical vignettes, each with different symptoms, I would still make sure 

to include the key symptoms of the disease in each vignette. Although I need to change the 

combinations or context of the symptoms, it is important to accurately reflect the most important signs 

of the disease in each vignette.” Figure 1 shows the presence of all symptoms occurring six or more 

times (and therefore in at least one subsequent set of vignettes). 

 

Figure 1. Relative frequency of symptoms occurring in 60% or more of vignettes for that illness. 
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Table 2. Representative short vignettes written to describe each of 10 common children's illnesses. 

Diagnosis Example Vignette Generated 

Anaphylaxis My child started breaking out in hives and their eyes swelled up after eating 
peanuts at a friend's house. They also had difficulty breathing and their 
throat felt tight. 

Asthma My child has been having a lot of trouble breathing lately, especially when 
they run or play. They sound like they're wheezing and sometimes they even 
cough during the night. I'm really worried that something might be wrong. 

Bronchiolitis My child has been coughing nonstop for the past few days, and it seems to 
be getting worse. They're also having trouble breathing and their chest 
sounds wheezy. They're not eating or drinking as much as usual, and they're 
very tired. 

Chronic pain My daughter has been complaining of a constant ache in her stomach for 
months now. She often wakes up at night crying from the pain and it's 
affecting her ability to focus in school. She's also lost her appetite and has 
lost weight as a result. 

Croup My child has been having a really tough time breathing lately. They're 
making these harsh, barking noises when they cough and it sounds like 
they're struggling to get air. They also have a really hoarse voice and it's 
been getting worse over the past few days. They're also running a fever and 
are really tired. 

Ear infection My child has been crying a lot lately and pulling at their ears. They also have 
a fever and are having trouble sleeping at night. 

Fever My child has been feeling really warm and sweaty for the past few days. 
They've also been complaining of a headache and feeling tired all the time. 
They've been refusing to eat and their appetite seems to have disappeared. 

Functional 
constipation 

My child has been having trouble going to the bathroom for the past few 
weeks. They seem to strain a lot and only go once every few days. They also 
complain of stomach pain and seem to be uncomfortable a lot of the time. 

Gastroenteritis My child has been vomiting and having diarrhea for the past three days. They 
also have a fever and are not eating or drinking much. They seem very tired 
and weak. 

UTIs My daughter has been complaining of a burning sensation when she goes to 
the bathroom. She's also been going more frequently than usual, and 
sometimes there's blood in her urine. She's been crying and saying her 
stomach hurts a lot too. 

 

Experiment 2 
ChatGPT wrote vignettes using predefined symptom lists as short case reports. It did not include 

symptoms outside the list specified in 90% of diseases, except as context for the illness (e.g. difficulty 

playing resulting from coughing or difficulty breathing). However, there was an exception for functional 

constipation, where all vignettes had a variation of abdominal pain added. 
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Table 3. Vignettes based on provided symptom profile. 

Diagnosis Example Vignette Generated 

Anaphylaxis A 14-year-old child presents to the emergency department with 
difficulty breathing, fast heart rate, and hives all over their body. The 
child's parents report that their child had consumed a new food 
product and these symptoms began shortly after. 

Asthma A 5-year-old child has been experiencing difficulty breathing, chest 
pain, and persistent coughing. The child's parents report that the child 
has been experiencing difficulty breathing, especially during cold 
weather. 

Bronchiolitis A 18-month-old child has been experiencing chest pain, coughing, and 
trouble breathing in. The parents also report that the child has been 
throwing up and has been less active than usual. 

Chronic pain A 10-year-old child is brought to the clinic by her parents, who report 
that the child has been experiencing crying spells and irritability. They 
also report that the child has been complaining of stomach pain that 
seems to have no known cause. 

Croup A 4-year-old child presents with a fever, runny nose, and a harsh, 
crowing cough. The child's parents report that the child has been having 
difficulty sleeping and is refusing to eat or drink. The child's oxygen 
saturation is normal, and they have mild retractions on examination. 

Ear infection A 2-year-old child has been experiencing irritability and difficulty 
sleeping. The child's parents notice fluid coming out of their ear and the 
child has a fever. 

Fever A 3-year-old child presents with a temperature of 101 degrees 
Fahrenheit, a rash on the chest and arms, and difficulty sleeping. The 
child's mother reports that the child has been eating and drinking 
normally, but has been more fussy than usual. 

Functional 
constipation 

A 7-year-old girl has been experiencing infrequent bowel movements 
and large, hard stools. She also reports experiencing abdominal pain 
and discomfort. 

Gastroenteritis A 5-year-old child comes to the clinic with a history of diarrhea, 
vomiting, and a fever for the past 36 hours. The child is also 
experiencing abdominal pain and has been drinking less than usual. 

UTIs A 7-year-old child presents with a fever, frequent urination and cloudy 
urine. The child is experiencing pain during urination. 

 

Experiment 3 
Comprehension prompt response: Health literacy is the ability of individuals to access, understand, and 

use health information and services to make informed decisions about their health. This includes being 

able to read and understand medical instructions, navigate the healthcare system, and communicate 

effectively with healthcare providers. Low health literacy can lead to poor health outcomes, as 

individuals may be unable to access the information and services they need to manage their health 

effectively. 
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Table 4. Example of different communication style outputs by ChatGPT 

Communication 
parameter 

Vignette  

Original vignette A 12-year-old girl presents with sudden-onset severe generalized 
abdominal pain associated with nausea, vomiting, and diarrhea. On exam 
she appears ill and has a temperature of 104°F (40°C). Her abdomen is 
tense with generalized tenderness and guarding. No bowel sounds are 
present. 

Low health literacy "My daughter, she's 12 years old, she's got this stomach pain all of a 
sudden. And she's throwing up and got the runs. She don't look good, and 
she's burning up with fever. Her tummy is real tight and hurts all over. And 
she ain't making no noise in her belly neither." 

Average health literacy "My daughter, who is 12 years old, has suddenly developed severe 
abdominal pain. She is also experiencing nausea, vomiting, and diarrhea. 
Upon examination, she appears to be unwell and has a fever of 104°F. Her 
abdomen is tense and tender to the touch and she is not producing any 
bowel sounds." 

High health literacy "My daughter, a 12-year-old, has presented with acute, severe abdominal 
pain accompanied by symptoms of nausea, vomiting, and diarrhea. On 
physical examination, she demonstrates signs of illness, including a 
temperature of 40°C. Additionally, her abdomen is tense, with diffuse 
tenderness and guarding, and there is absence of bowel sounds. " 

 

Differences were seen between the vocabulary used to describe symptoms at low and high health 

literacy (e.g., “… her tummy is real tight and hurts all over.” vs. “…her abdomen is tense, with diffuse 

tenderness and guarding…”), and grammar. In addition, the detail in which symptoms (e.g. temperature) 

were presented increased with health literacy. ChatGPT showed three behaviours of note on this task. It 

chose not to add more complex symptoms to the low health literacy vignettes (e.g., “Enlarged cervical 

lymph nodes, exudative pharyngitis with soft palate petechiae and faint erythematous macular rash on 

the trunk and arms are found”), in 87.5% (n=8) of vignettes containing extended symptom descriptions. 

There were two instances where it equated nausea and vomiting, and one instance where it lumped a 

lack of specific symptoms together as, “…nothing else is wrong with him.” Finally, it added a diagnosis to 

the high health literacy category in 80% (n=12) of pediatric vignettes (and was correct in 91.7% of 

diagnoses added), with one labeled as incorrect for lacking specificity when identifying the given 

diagnosis of salmonella as, “food-borne illness.”  

It should also be noted that the wording of the low health literacy vignette can be re-written with fewer 

colloquialisms, and the same symptom names, e.g.:   

“My daughter, she's 12 years old, has developed stomach pain all of a sudden. She's also throwing up 

and got the runs. She doesn't look well and has a fever. Her tummy is really tight and hurts all over. And 

she's not making any noise in her belly either.” 

Experiment 4 
ChatGPT was capable of translating vignettes between parent, physician, and grade 8 writing styles, and 

translate this output back to being written as a parent. 90% of vignettes retained all symptoms and 
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content when re-written as a parent, although 30% of vignettes made breathing-related symptoms less 

specific (i.e. “breathing fast,” or “wheezing,” became “trouble breathing”), one relabeled “light-headed” 

as “dizzy,” and 1/10 removed rash (first calling it pruritis in the physician-emulating vignette, and 

removing it between the physician and grade 8 reading level vignettes). 

Table 5. Re-writing vignettes in different styles. 

Vignette from 
parent’s perspective 

Rewritten parent 
vignette as a clinical 
vignette using medical 
vocabulary 

Rewritten clinical 
vignette as 
appropriate to a 
grade-8 reading level 

Rewritten clinical 
vignette back in 
parent’s perspective. 

My child started 
coughing and had 
trouble breathing 
after eating a peanut 
butter sandwich. Their 
face also swelled up 
and they couldn't stop 
scratching their skin. 

A 4-year-old child 
presented with 
symptoms of urticaria 
and dyspnea following 
the ingestion of peanut 
butter. The patient also 
exhibited angioedema 
and pruritus. 

A child who is 4 years 
old had trouble 
breathing and a rash 
all over their body 
after eating a 
sandwich with peanut 
butter. They also had 
swollen lips and eyes 
and couldn't stop 
scratching their skin. 

I was so worried when 
my 4-year-old child had 
trouble breathing and a 
rash all over their body 
after eating a sandwich 
with peanut butter. 
Their lips and eyes were 
swollen and they 
couldn't stop scratching 
their skin. 
 

My baby suddenly 
broke out in hives and 
started throwing up. 
Their breathing 
became very fast and 
they passed out for a 
few seconds. 

A 6-month-old infant 
was brought to the clinic 
with symptoms of 
vomiting and urticaria. 
The patient also 
developed tachypnea 
and lost consciousness 
for a brief period. 

A baby got very sick 
and threw up after 
breaking out in hives. 
They also had trouble 
breathing and passed 
out for a bit. 

I was really scared when 
my baby got very sick 
and threw up after 
breaking out in hives. 
They also had trouble 
breathing and passed 
out for a bit. 
 

My toddler's throat 
got tight and they 
started wheezing after 
getting a bee sting. 
They also had swelling 
around their eyes and 
lips. 

A 2-year-old toddler 
presented with 
symptoms of 
anaphylactoid reaction 
including laryngeal 
edema and wheezing 
following a bee sting. 
The patient also 
exhibited periorbital and 
lip edema. 

A toddler's throat felt 
tight and they had 
trouble breathing 
after getting stung by 
a bee. They also had 
swollen eyes and lips. 

I was so worried when 
my toddler's throat felt 
tight and they had 
trouble breathing after 
getting stung by a bee. 
Their eyes and lips were 
swollen too. 
 

 

Experiment 5 
ChatGPT made a correct diagnosis on the first try, on 71.1% of the simplified clinical vignettes, and 

correctly triaged 57.8% (95% CI, 42.9%-72.7%). A summary of ChatGPT triage recommendations based 

on the simplified vignettes is presented in Table 6.  
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Table 6. Summary of triage recommendations based on simplified vignettes. 

 Emergent care required Non-emergent care 

reasonable 

Self care reasonable 

Emergent care cases 12/15 (80%) 

 

2/15 (13%) 0/15 (0%) 

Non-emergent care 

cases 

3/15 (20%) 13/15 (87%) 14/15 (93%) 

Home care cases 0/15 (0%) 0/15 (0%) 1/15 (7%) 

 

 

It was able to make a correct diagnosis on the first try, on 75.6% (95% CI, 62.6%-88.5%) of the full 

vignettes presented. Of the 24.4% of cases not correctly identified on the first try, 45.5% (n=5) contained 

a response with the diagnosis partially or fully present (e.g., diagnosing bacterial pharyngitis when the 

type of pharyngitis was unknown), or the disease was correct but the cause not specific enough (e.g. 

diagnosing food poisoning but not inferring Salmonella). In one case, no diagnosis was given, but triage 

instructions were provided based on the presence of a worrying symptom (dehydration: according to 

ChatGPT, “…The fact that Jack immediately vomits up the juice after drinking it suggests that he may not 

be able to keep fluids down. If this is the case, it is important to seek medical attention as soon as 

possible to prevent dehydration…”).  

Experimental Caveats 
There are three caveats we noted while evaluating the capabilities of ChatGPT with clinical vignettes: 

1. Scientific papers and links looked real, but the papers themselves did not appear to exist in 

searches, and no archived pages of given web links were found (e.g. https://www.ama-

assn.org/physician-finder) on the Wayback machine. For example, one paper reference given 

was, “Assessing symptom checkers using simplified vignettes: a systematic review." PMID: 

29134795.” However, PMID 29134795 is a reference for, “Robust and Recyclable Substrate 

Template with an Ultrathin Nanoporous Counter Electrode for Organic-Hole-Conductor-Free 

Monolithic Perovskite Solar Cells.”33 The paper title was not found on Google Scholar. 

2. ChatGPT results must be monitored carefully to ensure the queries used do not result in 

unexpected behaviour. ChatGPT will change behaviour within a set, and it is important that its 

outputs are checked carefully. 

3. Chat history matters, and ChatGPT will remember and make use of previous conversations- this 

is important when providing definitions of disease, or symptom sets, as it will remember and 

apply these parameters to future interactions, until a new conversation is started. 

Discussion 
Clinical vignettes are a useful tool for health education,34 assessment of healthcare professionals,35; 36 

healthcare research,37 and symptom checker evaluation.38 However, little is known about how clinical 

vignettes for health professionals are produced.2 In 2022, large sets of vignettes were still being 

developed by hand, e.g. for use in evaluating symptom checkers,39 and evaluated by humans in order to 

train an AI. Automated vignette generation has been attempted, e.g. in pharmacy education via 
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breaking vignettes down into qualitative elements,40 but lacked the flexibility required to apply the 

process across healthcare fields.  

The primary advantages of using ChatGPT for vignette generation were consistency of writing, rapidity 

of generating varied results, and flexibility in switching between styles. ChatGPT has been shown to be 

capable of generating plagiarism-free scientific abstracts,41 and the same model being used to generate 

de novo vignettes mean their use will not infringe on other authors. However, its ability to adapt existing 

vignettes does raise questions of where ownership begins and ends, and at what point the content 

being adapted into a different context constitutes a new work. These early results are corroborated by 

ChatGPT being asked to carry out similar health tasks, such as writing radiological reports: ChatGPT was 

competent in most cases, but made non-trivial errors that suggested review of its outputs is still 

necessary.42 Further testing will serve to define the boundaries of ChatGPT’s ability and create the 

evidence necessary to better quantify its abilities. 

ChatGPT’s 71.1% first-pass diagnostic performance on 45 simplified vignettes, without any specialized 

training, is more than double the previously reported 34% average symptom checker performance on 

the same set of vignettes, and its 58% triage accuracy is comparable to the 57% average across 

symptom checkers.21 Its performance listing the correct diagnosis first on 45 vignettes at 75.6%, now 

performs similarly to physicians’ 72.1% on the same set of 45 vignettes, although more testing must be 

done on a larger set of vignettes to establish a more precise measure.43 Interestingly, these results show 

there is a benefit of providing context to ChatGPT’s diagnostic accuracy, raising questions around the 

appropriateness of using symptom-only diagnosis in future symptom checkers. These early results are 

corroborated by ChatGPT offering near-passing performance on all sections of the USMLE (United States 

Medical Licensing Exam).44 However, providing appropriate triage advice of these models can and 

should still be improved. Leveraging data from triage nurse decision-making would be a powerful source 

of information for training future diagnostic agents in this regard, as this would provide large volumes of 

data for determining the level of care required for common Emergency Department (ED) complaints. 

However, the lack of progress on triage performance from over-recommending care also plagues 

ChatGPT.45; 46 ChatGPT averaged 83% accurate triage advice on cases requiring emergent- or non-

emergent care, but only 7% accuracy on cases treatable at home, instead recommending non-emergent 

care in nearly all cases. This overly cautious approach has implications for health system use, if patients’ 

increasing use of these tools impacts the number of unnecessary ED visits. 

When considering how to write queries to generate patient vignettes, the following six communication 

concepts emerged from conversations with ChatGPT as central to the information it needed to write 

clinical vignettes, and how to bridge the gap between human communication concepts and its 

information needs.  

1. Perspective- the voice delivering the vignette (e.g. healthcare provider, parent, child) 

2. Audience- to whom is the vignette being delivered? (e.g., health professionals, parenting 

classes) 

3. Content- what content must the vignette contain? (e.g., symptoms or symptom sets) 

4. Context- how will the vignette will be used? (e.g., for research, for teaching) 

5. Structure- how should the narrative flow (e.g., an outline to follow) 

6. Tone- emotional perspective of the response (e.g., empathetic, worried) 
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e.g. “A series of ten clinical vignettes to be used for teaching undergraduate medical classes, written as 

an empathetic physician, containing the most common symptoms of COVID.” 

This work has potential application in medical communication: allowing language models to be fine-

tuned to meet audience needs will allow for health education materials to be rapidly adapted with high-

quality training materials and output review by a domain expert. For chatbots connected to EMR 

(Electronic Medical Record) systems, patient communication styles and needs could be updated based 

on patient records. ChatGPT offers a significant opportunity for producing evidence-based KT tools for 

education that are rapidly adaptable to meet their health literacy and other needs. Finally, chatbots may 

be used in virtual patient creation, enabling better simulation of diverse patients with a definable core 

set of similar characteristics (e.g., ibuprofen is equally effective and in the same situations), and 

variability among others. 
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