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Abstract

Intimate partner violence (IPV) is an actual social issue which poses a challenge in
terms of prevention, legal action, and reporting the abuse once it has occurred. In this
last case, out of the total of female victims that fill a complaint against their abuser and
initiate the legal proceedings, a significant number withdraw from it for different reasons.
In this field, it is interesting to detect the victims that disengage from the legal process
so that professionals can intervene before it occurs. Previous studies have applied
statistical models to use input variables and make a prediction of withdrawal. However,
it has not been found in the literature any study that uses machine learning models to
predict disengagement from the legal proceedings in IPV cases, which can be a better
option to detect these events with a higher precision. Therefore, in this work, a novel
application of machine learning techniques to predict the decision of victims of IPV to
withdraw from prosecution is studied. For this purpose, three different ML algorithms
have been optimized and tested with the original dataset to prove the great performance
of ML models against non-linear input data. Once the best models have been obtained,
explainable artificial intelligence (xAI) techniques have been applied to search for the
most informative input features and reduce the original dataset to the most important
variables. Finally, these results have been compared to those obtained in the previous
work that used statistical techniques, and the set of most informative parameters has
been combined with the variables of the previous study, showing that ML-based models
have a better predictive accuracy in all cases and that by adding one new variable to
the previous work’ subset, the accuracy to detect withdrawal improves by 7.5%.

Introduction 1

Violence suffered by women in intimate partner relationships (IPV) is an important 2

social problem that requires continuous and coordinated intervention from many 3

different spheres. When prevention has not been possible and the violence has already 4

occurred, the complaint can initiate a judicial proceeding. In Spain, only 21.7% of cases 5

in which women have suffered violence from a current partner have been reported, with 6

the woman herself filing the complaint in 80% of cases [1]. Given this low proportion of 7
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reported cases, it is important that once the procedure has been initiated, women do 8

not withdraw from it. According to the official data in Spain, withdrawals from legal 9

proceedings in cases of IPV occur between the 9.86% of the complaints, referring to 10

women that abandon prosecution making use of the article 416 of the Criminal 11

Procedure Code [2], and 27.9% of the women that withdraw at any other moment of the 12

legal proceedings [1]. 13

The refusal to continue has important consequences mainly for women, being a 14

predictor of not prosecution [3]. It can have repercussions on the general opinion, 15

including professionals attending these women, increasing the sense of impunity of the 16

accused, but also affecting the credibility of the victims [4]. At the same time, the 17

professionals attending these women may feel that their work has been in vain [5], and 18

the judicial system itself is affected by the increase in its costs. It is therefore vitally 19

important to be able to predict this disengagement, especially if it occurs out of fear or 20

distrust of the justice system, in order to be able to intervene before it happens, 21

advising and supporting women and providing them with the appropriate resources [6]. 22

There have been several studies relating withdrawal of prosecution to different 23

variables (see [5]). Some of the proposed predictive models have used secondary data, 24

mainly drawn from cases dealt with in Domestic Violence Courts (e.g. [3, 7, 8]) and are 25

sometimes limited to cases where only physical violence occurs [9]. More recently, some 26

studies carried out in Spain have overcome these limitations by using data collected 27

directly from women (e.g. [6, 10, 11]). These studies aimed to obtain, through the binary 28

logistic regression (BLR) statistical technique, sufficiently complete and parsimonious 29

models to predict disengagement of legal proceedings, depending on the type of variables 30

used and whether retrospective or prospective data were used. The last of the models 31

developed, as discussed in [12], achieves a correct classification of 83.6% of the cases of 32

disengagements with only six predictors: the victim perceiving that she is not making 33

decisions jointly with her lawyer during the judicial procedure; the woman having 34

thought about the possibility of returning to the abuser after filing the complaint; the 35

protection order previously requested being denied; having contact with the abuser; 36

feeling guilty after filing the complaint; and not receiving psychological support. 37

With the type of data used in these studies, a low number of experimental subjects, 38

many variables with complex relationships between them, and/or no sufficient a priori 39

knowledge of the relationships between these variables, it is known that Machine 40

Learning (ML) methods could be a better alternative to statistical techniques such as 41

logistic regression [13]. In such cases, an approach based on training classifiers based on 42

a subset of the available data, and then testing this classification using the rest of the 43

dataset, may make better predictions than a classic statistical approach. This is the 44

general aim of this paper: using different ML techniques to study to what extent they 45

can predict women disengagement of legal proceedings, with two specific objectives: a) 46

comparing the predictive power of different ML techniques and with the previously 47

obtained logistic regression models, in terms of general precision, sensitivity, and 48

specificity; and b) comparing the relevant variables detected by the two approaches, ML 49

and BLR, with the possibility to identify new variables that could be useful to predict 50

disengagement using ML methods. 51

1 Background 52

From a methodological point of view, some studies have already shown the usefulness of 53

using alternatives to regression models (such as neural networks, support vector 54

machines (SVM), or decision trees) given the difficulty, in practice, of complying with 55

the statistical assumptions required for an adequate development and interpretation of 56

the regressions. Likewise, the use of artificial intelligence and, specifically, ML and the 57
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procedures indicated above, has interesting advantages over regressions. One of them is 58

the possibility of working even in the presence of multicollinearity among the predictors, 59

or of working with a large group of independent variables or “inputs”, in line with the 60

approach of [14]. This work states that, in the presence of predictors with little 61

predictive power, which are normally eliminated from the models, the accuracy of the 62

prediction can be significantly increased thanks to the aggregation of variables 63

performed by ML. Also, ML techniques could also be more appropriate when it is not 64

possible to assume the existence of multicollinearity between variables [15]. 65

Furthermore, in Social Sciences it seems that the use of ML may be advantageous 66

over regressions in situations in which there are powerful predictors and little “noise” in 67

the data analyzed; even in the opposite case the use of regression is at least as useful as 68

ML both in the construction of the model and in its replication with empirical data [16]. 69

The use of ML brings, in addition, the possibility of model testing by cross 70

validation [17], something that to date has not been done with the regression models 71

proposed by the authors of the papers cited above, whose purpose was to predict 72

withdrawals using regression models. Even though cross validation is possible when 73

using regression models, ML methods ease the quantification of uncertainty as well as 74

making accurate predictions especially with small datasets [17]. 75

Given these benefits, ML procedures have been gaining visibility and strength in 76

Applied Social and Health Sciences. Some works have focused on predicting different 77

types of crimes, and even the location of where they occur, using neural networks and 78

Multilayer Perceptron (MLP) [18]. But there has also been a proliferation of works that 79

aim to predict the type of IPV with Random Forest and SVM classifiers [19] or use 80

neural networks to determine accurate predictors of this type of violence [20]. 81

Furthermore, some ML techniques have been tested to assess the improvement in the 82

accuracy of detection of false positives and false negatives in the assessment of risk for 83

victims of IPV with respect to protocols specifically designed for this purpose [15]. 84

Table 1. Exploratory literature search on Machine Learning to predict withdrawal
from prosecution in IPV cases.

Database Web of Science
Date of search April 8th 2022

Search strategy*

TS=(”intimate partner violence” OR
”domestic violence” OR ”dating vio-
lence” OR ”violence against wom*n”)
AND TS=(predict* OR forecast*) AND
TS=(Withdrawal OR cooperation OR
”drop* charge*” OR disengage*) AND
TS=(”legal proceedings” OR ”criminal
justice system” OR ”legal cooperation”
OR ”legal system”) AND TS=(”machine
learning” OR ”artificial intelligence”)

Year of publication** Any study before 2022

Notes: *This search found no results;
**No other filters were used on Web of Science

Regarding the decisions made in judicial proceedings, there are also works focused 85

on the use of ML to predict judicial decisions in a wide variety of crimes, such as human 86

rights violations, family and/or civil law cases, and even labor litigation, among others. 87

Rosili’s review [21] lists these and other works that use different Machine Learning 88

techniques to predict judicial decisions for different types of crimes. However, a recent 89

exploratory literature search (see Table 1) has not identified any ML work targeting 90
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Fig 1. Graphical Abstract. Left side corresponds to the previous work, whose results
are compared with the ones obtained in this work (right side).

judicial decisions in the area of intimate partner violence, nor studies using AI for 91

predicting the decisions of victims of this type of violence, including the specific decision 92

to continue or not in a judicial proceeding against the aggressor. Therefore, to the 93

authors’ knowledge, this is the first work using artificial intelligence techniques to 94

predict the decision of victims of gender-based violence not to continue with a legal 95

proceeding initiated against the aggressor. 96

2 Materials and Methods 97

In this section, the components and techniques followed through the development of the 98

study are presented. In the first place, the dataset used is exposed in detail, explaining 99

the data collection process and the summary of participants and variables obtained. In 100

the next sub-section, the complete data pre-processing and processing is presented. 101

As an introduction, this process involves a first phase of data cleaning, data 102

augmentation and data wrangling, which consist of removing erroneous data, replacing 103

missing values by correct ones following specific techniques, and changing raw data into 104

a more valid format, respectively. In the second phase, a grid search process is carried 105

out for different classifiers, so that the optimization of their hyperparameters can be 106

obtained, and the classification between disengagement and non-disengagement can be 107

more accurate. 108

The following phase is the study of the most useful variables for each classifier, 109

which is based on understanding the process performed by the AI classifiers to obtain 110

the classification results (as most of them are like ’black boxes’ and the decision process 111

is not clear). To do so, recent works use different techniques that are part of the field 112

known as “Explainable Artificial Intelligence” (xAI) or “Explainable Deep Learning” 113

(xDL). A summary of the most recent techniques can be found in [22]. 114

Finally, the evaluation metrics for each model are obtained to perform a suitable 115

assessment. The graphical abstract of this work can be observed in Figure 1. 116
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2.1 Dataset 117

The dataset was obtained from a survey conducted in previous studies (for a more 118

detailed description of the sample and the procedure of data collection [6, 10,11]). The 119

total sample was 763 women victims of IPV that participated in the legal proceedings 120

against their partners or ex-partners in Southern Spain. They were interviewed in the 121

Andalusian Victims Assistance Service (SAVA in its Spanish acronym), Sheltered 122

Housing, Municipal Centers for Information for Women (CMIM), and some victims help 123

foundations. The average age of the participants was 35.60 (SD = 11.09). Out of the 124

total sample, the variable of interest (disengaging or not from the legal proceedings) was 125

first known for the 49.5% of the women whose legal case had been finalized when the 126

data collection started (retrospective data). For the remaining 50.5% of the cases, this 127

variable could not be known until the legal proceedings were ended (prospective data). 128

Overall, 32.2% of women did disengage from the legal proceedings, a higher percentage 129

than in the population because of an intentional attempt to balance the group of 130

participants in both groups. 131

The variables included in the dataset were 116 (115 after detaching the output 132

variable, named in AI systems as label) before data pre-processing and the posterior 133

creation of dummy variables for analytic purposes (all the variables are detailed on 134

Appendix A). They were extracted from the scientific literature on the topic and 135

interviews with victims and professionals, until information saturation about possible 136

motives to disengage was reached. These variables are grouped into three sets. The first 137

and second sets refer to sociodemographic (e.g., age or number of children) and 138

psychological, emotional and motivational variables (e.g., feelings of guilt after filing the 139

complaint or receiving psychological support), respectively. Both groups were 140

extensively described in [10] and [6]. The third set (see [11]) was related to variables 141

referring to the legal proceedings and professionals involved (e.g., applying for a 142

protection order, whether the protection order was denied). 143

2.2 Pre-processing phase 144

As mentioned in the introduction of this section, the first phase of the data 145

pre-processing is the data cleaning, data augmentation and data wrangling. This is an 146

essential step for AI classification techniques, since automatic classifiers cannot have any 147

missing values in their input data, as well as the data format has to be appropriate and 148

easy to process to reach a more effective classification. To this end, it is necessary to 149

analyze each sample and apply specific techniques of data pre-processing. 150

Firstly, the entire dataset has been analyzed, noticing that 32 samples have missing 151

values for the disengagement variable. In this case, as this variable is the actual label to 152

predict and a classifier cannot be trained without labels, the samples have to be 153

removed from the dataset. 154

Next, it has been observed that each of the 731 resulting samples (763 initials - 32 155

with missing label) has some missing value in some variables. Moreover, observing the 156

115 initial variables (the 116th variable was the label), only 20 of them have all the 157

samples, having approximately 80% of variables with any missing value. In view of this, 158

missing values of samples or variables cannot be simply removed, since the final dataset 159

would lose large amount of information and the pre-processing would not be valid in 160

order to obtain a reliable classification. Thus, after removing the samples with missing 161

labels, the variables with more than 15% of missing values were deleted, since it has 162

been shown that higher percentages of missing values could impact severely on the 163

posterior interpretation [23]. After this step, the 115 variables resulted in 47. In order 164

to make the following steps easier, those variables were categorized to numerical values. 165

At this stage, we enter in the phase of treating missing data. This can be done 166
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through data augmentation, with specific methods of value imputation. Specifically, in 167

this study, the mean method was applied, in which missing values are replaced with the 168

average of the variable values [24]. For this step to be more precise, the dataset has 169

been divided into two subsets: one subset containing the samples with disengagement 170

label, and another subset with samples of non-disengagement label. Thus, the average 171

of each variable will be calculated according to the label value, preserving possible 172

information and patterns of the data related to the labels. 173

The last step of the data pre-processing phase is data wrangling, in which each 174

variable is converted to dummy variables. Dummy variables are the conversion of a 175

categorical variable into a group of variables with values of 0 and 1. In this way, if a 176

categorical variable takes three unique values, there will be three dummy variables to 177

represent it, with values of 1 when the category is present in the corresponding dummy 178

variable. This conversion facilitate the information patterns that the classifier will find 179

in the training process, as well as providing a high flexibility to apply different AI 180

models. In general, dummy variables enable an easy implementation, use and 181

interpretation of the final application [25]. With this step, taking categorical variables 182

to obtain their dummy variables, the final dataset has 93 variables. The summary of the 183

final resulting dataset after data pre-processing is illustrated in Table 2. 184

Table 2. Summary of raw and processed dataset.

Original Final

Samples 763 731
Variables 115 93

2.3 Classifiers 185

In this work, several classifiers are designed and tested using artificial intelligence 186

techniques to determine whether the decision about abandoning the judicial process in 187

women victims of abuse can be anticipated based on the parameters collected in the 188

dataset. 189

For this purpose, three known classifiers are used: Random Forest [26], Support 190

Vector Machine [27] and Artificial Neural Network [28]. With all of them, a process of 191

searching for the best possible combination of hyperparameters is carried out (named as 192

“grid search”), performing hundreds of trainings for each classifier and searching for the 193

best classification result on the test subset. The results concerning the best 194

combinations will be shown in the following sections. 195

Once the best classifiers have been obtained, the most important part of this work is 196

to determine which parameters (variables) in the dataset are the most important to 197

determine the classification. To do this, with the trained classifiers, the percentages of 198

participation of each parameter in the final results are extracted. 199

For the Random Forest, this can be determined directly by the characteristics of the 200

classifier obtained, but for Support Vector Machine and Artificial Neural Network, this 201

process requires the application of Explainable Deep Learning techniques to elucidate 202

the participation of each parameter in the final result. The xDL technique used is based 203

on the application of the “Anchors” model [29] as a model distillation technique on the 204

dataset. In this technique, commonly applied on images, parts of the image are 205

sequentially removed and their classification behavior is observed. 206

In our case, the same mechanism will be performed but applied to the parameters of 207

the dataset: the parameter values will be modified one by one by a negative value 208

(unrelated to the information contained) and the changes in the various metrics 209

obtained after classification will be observed. In this way, the parameters that have the 210
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greatest impact will be obtained based on those that cause the greatest decrease in the 211

metrics evaluated. 212

Once the best parameters of each model are known, training will be carried out with 213

various simplified models and combinations between them (including as input only the 214

parameters previously selected). The results obtained after this analysis will allow us to 215

know definitively the importance of these parameters in the final classification. 216

As a last aspect, and based on the results of a previous study carried out with 217

statistical techniques [6], the parameters selected previously studied will be used with 218

the models developed in this work and combined with the best parameters of this study, 219

in order to extract those parameters that were not taken into account in the previous 220

study but that could improve the final classification (in order to be used in subsequent 221

studies). 222

The full process is summarized next: 223

• Phase 1: Obtaining the best classification results using a grid search for each 224

classifier. 225

• Phase 2: Identifying the best parameters for each classifier applying explainable 226

AI techniques. 227

• Phase 3: Simplifying the classifiers using only the best parameters as input. 228

• Phase 4: Using the parameters obtained in the previous works to compare the 229

results. 230

• Phase 5: Combining the parameters selected in the previous work with the best 231

parameters of this work. 232

Next, we will begin by describing the various classifiers designed for this work and, 233

subsequently, the techniques and metrics used to evaluate them. 234

2.3.1 Artificial Neural Network 235

The first classifier is an Artificial Neural Network, more precisely a multilayer 236

perceptron (MLP). MLP models have an input layer with a number of neurons equal to 237

the number of variables of the dataset, an output layer with a number of neurons equal 238

to the classes to classify and, between these layers, unspecified number of hidden 239

neurons and layers. Moreover, in this MLP architecture, the neurons of a layer are fully 240

connected to the next layer. 241

The number of hidden layers and neurons is a hyperparameter that has to be chosen. 242

To choose the optimal number, a comprehensive search between different number of 243

neurons and hidden layers is carried out. On the other hand, to reach an accurate 244

prediction, the MLP implements an activation function in each neuron considering the 245

value of the previous connected neuron and a random weight that changes in order to 246

obtain a minimal error in the output neurons. For this computation, several parameters 247

can influence the final value of the actual neuron and with it the final prediction. To 248

obtain an optimal value of the hyperparameters, a grid search process has to be 249

followed, combining different hyperparameters to obtain an optimal model configuration. 250

Firstly, the learning rate is the hyperparameter that determines the update rate of 251

weights in each neuron, known as the step size, and usually takes values between 0 and 252

1. A smaller learning rate indicates very slow changes on the weights, while higher 253

values indicate the opposite. In the grid search process, learning rate values between 254

1e-2 and 1e-5 are analyzed. On the other hand, dropout rate is the percentage of 255

neurons randomly ignored by the ML algorithm in the training phase. This is done to 256

prevent the overfitting of the classifier, which is the effect of knowing to well the prior 257
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data, with the result that it affects negatively on the predictions over new data. In this 258

way, higher values of dropout rate can result in a more generalized model, although 259

values that are too high can lead to an underfitted model. In the hyperparameter 260

optimization process, the dropout rate varies between 0.1 and 0.3. Once these 261

parameter values that influence on the result of each node are chosen, the ML model 262

can be trained over the dataset. However, it is essential to choose between different 263

batch sizes to obtain a better prediction accuracy. Batch size is the parameter that 264

defines the number of samples that will be introduced in the model before updating any 265

other hyperparameter. Higher batch sizes indicate less changes on the parameters, while 266

with lower sizes more updates are performed, but with the risk of overfitting the model. 267

To choose correctly the batch size of the training step, values between 4 and 32 are 268

analyzed for different parameters combinations. 269

Overall, different number of hidden layers and neurons with different values of 270

learning rate, dropout rate and batch size are combined in the grid search process to 271

obtain an optimized configuration of all parameters. A total of 1248 combinations are 272

analyzed. Table 3 illustrates the possible values for every hyperparameter. 273

Table 3. Grid Search process for ANN classifier.

Neurons and layers
[2, 3, 4, 5, 6, 7, 8, 9, 10,

11, 12, 13, 2:4, 3:6]
Learning Rate [1e-2, 1e-3, 1e-4, 1e-5]
Dropout Rate [0.1, 0.2, 0.3]
Batch Size [4, 8, 12, 16, 20, 24, 28, 32]

2.3.2 Support Vector Machine 274

The second classifier is a Support Vector Machine (SVM), which is an algorithm that 275

searches for a hyperplane in a space of dimension of the number of input variables to 276

separate the data in the different classes. In addition to the hyperplane, it is common to 277

choose the maximal margin hyperplane, which consist of using the closest data points to 278

the hyperplane, known as support vectors, to maximize the distance between those 279

support vectors and the hyperplane [30]. In this way, classification of new data can be 280

more accurate. Another aspect to take into account is that the data is not usually 281

linearly separable and makes difficult to establish a hyperplane separating correctly 282

every data point without having an overfitted model. To overcome this, the model has 283

to add a soft margin that allows the trained model to misclassify some data points. 284

Both margin distance and misclassified points are controlled by C parameter or 285

Regularization parameter. For high values of C parameter, more penalty is applied to 286

each misclassified point, allowing very few misclassifications, and a small distance 287

between the hyperplane and support vectors is chosen to avoid misclassifications. The 288

opposite occurs for smaller values of C parameter. In the grid search process for the 289

optimization of the SVM configuration, C parameter values from 0.01 to 1000 are 290

analyzed. 291

On the other hand, in SVM the non linearly separable data can be treated with a 292

transformation using kernel functions. An appropriate kernel function maps the original 293

data dimension into a higher dimensional space, known as feature space, so that the 294

data points can be separated more easily. In more detail, the kernel function uses as 295

input the original features and obtains a similarity measure in the new space as output, 296

where similarity refers to the closeness degree of each data point [31]. 297

In this transformation and to control the distance between one point and his 298

neighbour, gamma parameter is used. Higher values of gamma indicates that the 299

closeness of the next point has to be very small so that it can be included in the same 300
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class. In the optimization process, gamma parameter values between 1e− 4 and 1 are 301

analyzed. Moreover, in this grid search phase, three kernel functions are used: Radial 302

Basis Function kernel (RBF), polynomial kernel and sigmoid kernel. 303

In short, different values of C parameter, gamma parameter and different kernel 304

functions are combined in 90 possibilities to obtain a SVM classifier with an optimized 305

configuration. Table 4 shows all values used for each hyperparameter. 306

Table 4. Grid Search process for SVM classifier.

C [0.01, 0.1, 1, 10, 100, 1000]
Gamma [1, 0.1, 0.01, 0.001, 0.0001]
Kernel [RBF, Polynomial, Sigmoid]

2.3.3 Random Forest 307

Third and last classifier used is a Random Forest. This model consists of an ensemble of 308

decision trees, where each tree obtains a random vector sampled independently and 309

with the same distribution than every tree in the forest, having uncorrelated tree 310

models [32]. Some settings are essential to obtain an accurate RF model. The first one 311

is the number of estimators, referring to the number of decision trees in the forest. The 312

more estimators the RF model has, the higher accuracy can be reached; however, a high 313

number of decision trees can influence badly on the computing load. In this study, from 314

100 estimators to 1000 estimators with a step of 100 are applied to the RF model. 315

Another parameter to be considered is the maximum number of features that an 316

individual tree can use. In this case, two size restrictions can be used: the first one, 317

where the tree automatically uses the features that naturally make sense, without 318

having a maximum size; and the second, where the maximum size is the square root of 319

the original features. Higher values of features can affect positively the accuracy, since 320

each tree has more options to consider; however, it can affect negatively on the diversity 321

of each tree. 322

On the other hand, the maximum depth of each decision tree has to be established, 323

which indicates the splits that the tree have internally. Higher number of splits leads to 324

more information considered, but can also leads to overfitting issues. In the grid search 325

process, the maximum depth analyzed is between 0 and 110 with steps of 10. 326

The minimum number of samples that can be used to allow the tree to split a node 327

also needs to be considered. With higher number of this parameter, the node has to 328

consider more samples to make a decision and then pass to the next split. In this case, 329

values evaluated in the grid search are from 2 samples to 10 out of the 731 total samples. 330

In a similar way, the number of minimum samples that needs to be on the leaf node has 331

to be established. The leaf nodes are the terminal nodes of the tree, where the decision 332

of belonging to a specific class is done. In this case, the minimum samples between 1 333

and 4 are analyzed. In both parameters, reaching higher values lead to an underfitting 334

problem, where the algorithm cannot identify patterns on the training data and cannot 335

make any correct classification. 336

Finally, it is necessary to consider whether or not to apply the bootstrap aggregation 337

or bagging, which is a method that randomly select samples and allow the replacement. 338

Considering all the settings mentioned, the grid search can be carried out over more 339

than 4000 combinations. However, to reduce the computational load, a randomized grid 340

search is realized, with 100 random combinations to find an optimal RF configuration. 341

Table 5 illustrates all hyperparameter values. 342
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Table 5. Grid Search process for RF classifier.

Estimators
[100, 200, 300, 400, 500,
600, 700, 800, 900, 1000]

Max. Features [Auto, Root square]

Max. Depth
[10, 20, 30, 40, 50, 60,

70, 80, 90, 100, 110, None]
Min. Samples to Split [2, 5, 10]
Min. Samples for Leaf [1, 2, 4]

Bagging [True, False]

2.4 Evaluation procedure 343

To evaluate the effectiveness in the classification results of a classifier, the most common 344

metrics are used: accuracy (most-used metric), sensitivity (known as recall in other 345

works), specificity, precision, and F1score [33]. To this end, the classification results 346

obtained for each class are tagged as ”True Positive” (TP), ”True Negative” (TN), 347

”False Positive” (FP) or ”False Negative” (FN). According to them, the high-level 348

metrics are presented in the next equations: 349

Accuracy =
∑
c

TPc + TNc

TPc + FPc + TNc + FNc
, c ∈ classes (1)

Sensitivity =
∑
c

TPc

TPc + FNc
, c ∈ classes (2)

Specificity =
∑
c

TNc

TNc + FPc
, c ∈ classes (3)

Precision =
∑
c

TPc

TPc + FPc
, c ∈ classes (4)

F1score = 2 ∗ precision ∗ sensitivity
precision+ sensitivity

. (5)

About those metrics: 350

• Accuracy: all samples classified correctly compared to all samples (see Equation 1) 351

• Sensitivity (or recall): proportion of values classified as ”true positive” that are 352

correctly classified (see Equation 2) 353

• Specificity: proportion of values classified as ”true negative” that are correctly 354

classified (see Equation 3) 355

• Precision: proportion of values classifed as ”true positive” in all cases that have 356

been classified as it (see Equation 4) 357

• F1score: It considers two of the main metrics (precision and sensitivity), 358

calculating the harmonic mean of both parameters (see Equation 5) 359

The above metrics are common to all ML/DL systems. Therefore, the classifier 360

systems developed in this work will be evaluated according to all the metrics detailed in 361

this subsection. Moreover, the results obtained for the classification system, will be 362

compared with the results obtained in previous works. 363

The results obtained for the previous metrics will be used not only for obtaining the 364

best model for each classifier (phase 1), but to evaluate the classifiers during the xAI 365
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application, to compare the different classifiers with the previous work and to obtain 366

the final results of the work (in short, in all of the phases described above, in all of the 367

phases described above). 368

3 Results and Discussion 369

Following the process detailed phase-by-phase in the previous section, the best results 370

for each classifier are presented below, followed by the application of xAI techniques to 371

extract information from the classifiers and elaborate the final one based on the 372

parameters that provide the most information to the system. Finally, these parameters 373

are combined with those used in the previous work. 374

3.1 Best result for each classifier 375

After the grid search process, the best candidates can be extracted. Due to the nature 376

of the social problem, the most important aspect is to correctly identify those women 377

who are going to drop out of the judicial process, since these are the cases on which 378

action can be taken to help them. Because of this, the parameter that will mark the 379

goodness of the system will be the sensitivity of the disengagement class. 380

After the evaluation, for ANN and RF classifiers only one candidate is obtained as 381

the optimized model; however, for SVM classifier, three candidates are obtained with 382

the same results but different parameter configurations. 383

The best candidate for ANN classifier is formed by one hidden layer with 6 neurons, 384

with a dropout rate of 0.1, a learning rate of 1e-3 and a batch size of 4 samples. 385

On the other hand, the best RF model consists of 1000 estimators, having in each of 386

them a maximum number of features equal to the square root of original number of 387

features. On the other hand, the minimum samples in each node to allow the split of the 388

tree and the minimum samples in the final nodes are 5 and 2, respectively. Moreover, 389

the bootstrap aggregation method is not applied in this optimized configuration. 390

Finally, for SVM classifier, three possible optimal configurations are found, named 391

SVM1, SVM2 and SVM3. All of them have in common the application of the RBF 392

kernel, with the gamma parameter value of 0.1. However, SVM1 has a C parameter 393

value of 100, SVM2 has 1000, and SVM3, 10. In Table 6, these optimal model 394

configurations along with the evaluation results are illustrated. 395

It can be observed that the best global accuracy value is obtained for ANN model. 396

Moreover, the specificity, precision and f1-score values for ANN classifier is higher than 397

all other models, indicating that the model is better classifying correctly 398

non-disengagement labels, as well as being more consistent and with a better 399

performance over the unbalanced data. However, the model reached a lower sensitivity 400

than SVM models, which is an important metric, since it indicates how well the model 401

classifies the samples as belonging to disengagement class. For this study, it is a better 402

option to have a model that correctly identifies the cases in which the subject disengages 403

from judicial process than it correctly classifies samples as non-disengagement from the 404

process. In this way, all of three SVM models are better options for this prediction, 405

even if the accuracy value obtained is lower than ANN and RF models. 406

These conclusions can be verified by looking at the confusion matrices of each of 407

these models. The confusion matrix of the best ANN model is shown in Figure 2; the 408

confusion matrix for the three SVM models (the same is obtained for the three of them) 409

is presented in Figure 3; and, finally, the confusion matrix of the best RF model can be 410

observed in Figure 4. 411

The difference regarding the sensitivity metric detailed before can be observed in the 412

confusion matrices. The percentage of women who drop out of the judicial process and 413
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Table 6. Best model results for each classifier.
Hyperparameters Accuracy Sensitivity Specificity Precision F1-score

ANN

6 neurons

91.84 0.7576 0.9649 0.8621 0.8065
DP: 0.1
LR: 1e-3
BS: 4

SVM1

C: 100
87.76 0.8182 0.8947 0.6923 0.75Gamma: 0.1

Kernel: RBF

SVM2

C: 1000
87.76 0.8182 0.8947 0.6923 0.75Gamma: 0.1

Kernel: RBF

SVM3

C: 10
87.76 0.8182 0.8947 0.6923 0.75Gamma: 0.1

Kernel: RBF

RF

Estimators: 1000

88.44 0.7576 0.9211 0.7353 0.7463

Depth: 60
Features: sqrt
Split samples: 5
Leaf samples: 2
Bootstrap: no

Fig 2. Confusion matrix for the best ANN model.

Fig 3. Confusion matrix for the best SVM model.
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Fig 4. Confusion matrix for the best RF model.

are classified as such is higher in the SVM models than in ANN and RF (see the box at 414

the bottom right of each confusion matrix), obtaining an improvement around 6% 415

(although non-disengagement class obtains an accuracy drop around 14%). 416

3.2 xAI results 417

Once the best candidates are obtained for each classifier, the most informative 418

parameters are extracted for each model. This can be done through the application of 419

the ‘Anchors’ technique (one of the multiple xAI techniques), as explained in the 420

previous section. 421

The most important variables for ANN classifier were computed as the difference of 422

accuracy value when the variable is omitted. These results show that 6.4% of the 93 423

original variables do not have any importance for the classifier (or have a negative 424

influence on it), whereas the 93.6% remaining variables have a minimal importance for 425

the model. In more detail, the majority of variables have an individual influence of 426

changing original accuracy by less than 5%, while a 15% of variables influence in 427

decreasing it by more than 5%. Specifically, 5 of them influence in a decrease of 6.8% of 428

the initial accuracy, and they are considered to be the most informative variables. 429

These variables are: contact with the aggressor; having a protection order; current 430

questionnaire; considering dropping out of the judicial process and the expectations that 431

the abuser will be imprisoned. However, as explained previously, the variables are 432

initially converted to dummy variables, having one variable of contact with the 433

aggressor and another for not having contact with him. The same occurs for the 434

protection order variable: one variable is obtained for having the order and a second one 435

for not having a protection order. Considering these dummy variables, there are 436

actually 7 variables that influence in the highest decrease of the accuracy. 437

On the other hand, for the first SVM candidate, the feature importance process 438

showed that 27 variables have a positive influence on the model; while 43 variables do 439

not have any influence on the accuracy result, and the remaining 23 variables influence 440

negatively. Similarly, for both the second and third SVM models, 31 variables have a 441

high importance, 39 do not have any importance, and 23 of them have a negative 442

impact on the model. 443

Finally, for RF model, results showed that 30 variables have a strong positive impact 444

on the decision of the classifier, while 41 of them does not influenced the model, and 23 445

of them are even less important, having a negative importance. 446

These results are summarized in Table 7. 447
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Table 7. Variables filtering results obtained for all candidates, classified as positive
influence (POS), neutral or minimal influence (NM) and negative influence (NEG).

POS NM NEG

ANN 7 80 6
SVM1 27 43 23
SVM2 31 39 23
SVM3 31 39 23
RF 30 41 22

In the original study, the aim was to determine the minimum number of variables 448

involved in the woman’s decision to abandon the judicial process. If we stick to this 449

premise, we seek the model that requires the fewest variables for this purpose. Due to 450

this circumstance and observing the results in Table 7, the ANN-based model seems to 451

meet this requirement; however, it remains to be determined whether good results are 452

obtained by eliminating all the variables that have not been identified as having a 453

positive influence in each model. This process is carried out as follows. 454

3.3 Simplification of the classifiers 455

Considering only the most important variables for each classifier (tagged as ‘POS’ in 456

Table 7), a new training phase is carried out by reducing the original dataset to one with 457

the 7 most important variables for ANN model in the first place. With this new dataset, 458

new evaluation metrics were obtained for each of the five best models (see Table 8). 459

Table 8. Evaluation metrics for each classifier with set of ANN’s most important
features.

Accuracy Sensitivity Specificity Precision F1-score

ANN 90.48 0.8182 0.9298 0.7714 0.7941
SVM1 86.39 0.8788 0.8596 0.6444 0.7436
SVM2 87.07 0.7879 0.8947 0.6842 0.7324
SVM3 87.07 0.7879 0.8947 0.6842 0.7324
RF 87.76 0.7879 0.9035 0.7027 0.7429

Following the same steps, others datasets were obtained for the remaining sets of 460

most informative parameters. Table 9 illustrates the results for the classification of each 461

model over the 27 best SVM1 variables; Table 10 shows those evaluation metrics 462

obtained with the dataset formed by the 31 most important features for SVM2 and 463

SVM3 models; and Table 11 presents the results using the dataset composed of the best 464

30 features obtained with RF classifier. 465

Table 9. Evaluation metrics for each classifier with set of SVM1’s most important
features.

Accuracy Sensitivity Specificity Precision F1-score

ANN 91.16 0.8485 0.9298 0.7778 0.8116
SVM1 89.12 0.8182 0.9123 0.7297 0.7714
SVM2 86.39 0.8485 0.8684 0.6512 0.7368
SVM3 87.07 0.8182 0.8860 0.6750 0.7397
RF 88.44 0.7576 0.9211 0.7353 0.7463

As can be seen in the previous tables, the best classification results are obtained by 466

training the new reduced ANN model using as input only the most important variables 467

of the previous SVM1 model (27 parameters), presented in the first line of Table 9. 468
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Table 10. Evaluation metrics for each classifier with set of SVM2 and SVM3’s most
important features.

Accuracy Sensitivity Specificity Precision F1-score

ANN 89.80 0.7879 0.9298 0.7647 0.7761
SVM1 89.12 0.8182 0.9123 0.7297 0.7714
SVM2 86.39 0.8182 0.8772 0.6585 0.7297
SVM3 82.99 0.7879 0.8421 0.5909 0.6753
RF 89.12 0.7273 0.9386 0.7742 0.75

Table 11. Evaluation metrics for each classifier with set of RF’s most important
features.

Accuracy Sensitivity Specificity Precision F1-score

ANN 89.80 0.7879 0.9298 0.7647 0.7761
SVM1 84.35 0.6667 0.8947 0.6471 0.6567
SVM2 82.99 0.6970 0.8684 0.6053 0.6479
SVM3 82.99 0.7273 0.8596 0.6 0.6575
RF 85.71 0.7273 0.8947 0.6667 0.6957

The overall results show that the resulting accuracy is practically identical than the 469

best obtained in the initial models, but a very interesting phenomenon occurs: by 470

reducing the parameters that influenced negatively or minimally the initial model, the 471

sensitivity value for the new ANN model increases drastically and outperforms the 472

initial SVM models. Thus, the metric used to measure the goodness-of-fit of the system 473

improves by almost 10% with respect to the initial ANN model. 474

However, the number of entries is a negative aspect to take into account, as 27 475

parameters is a very large number for the initial social study. But, if we look at the 476

results obtained by the new ANN model trained with the best parameters of the initial 477

ANN model (only 7 parameters) shown in the first line of Table 8, the results do not 478

differ much from those of the best case (a reduction of less than 0.7% in accuracy and 479

3% in sensitivity). Although this is an aspect to be taken into account, when looking for 480

the simplest possible model, this model can be a strong candidate. 481

So, after this simplification process, the ANN model is the best candidate in both 482

cases (with 7 and 27 parameters). Their confusion matrices can be seen in Figure 5 for 483

the 7-parameter model, and in Figure 6 for the 27-parameter model. 484

If we look at the main differences between the two simplified models, it can be 485

appreciated that the percentage of samples correctly classified for the 486

non-disengagement class is exactly the same, but for the disengagement class there are 487

differences: the 27-parameter model correctly classifies 84.84% of the dataset’s samples 488

for this class, while the 7-parameter model classifies 81.82% (this represents a difference 489

of 3% between them). 490

However, as the dataset used has a not very large number of samples and the test 491

subset represents a 20% of the total number of samples, the normalized difference of 3% 492

obtained before is only an absolute difference of one sample, i.e. the 27-parameter 493

model correctly classifies one more sample than the 7-parameter model. 494

This difference in classification is not as significant as the difference in classifier 495

complexity: to correctly classify one more sample requires a classifier with 4 times the 496

number of entries. Thus, the most promising candidate in terms of accuracy and 497

complexity is the ANN-based classifier with 7 input parameters. 498
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Fig 5. Confusion matrix for ANN model trained with the best 7 parameters from the
initial ANN model.

Fig 6. Confusion matrix for ANN model trained with the best 27 parameters from the
initial SVM1 model.

3.4 Classifiers with best parameters from the previous work 499

After evaluating all best classifiers with the most important variables, next step is to 500

evaluate those ML models with the set of most significant variables obtained in the 501

previous work of [34], in order to compare with the same technology both sets of 502

parameters. The final parameters selected in that work were: receiving psychological 503

support; contact with the abuser; thinking of going back with the aggressor; feeling 504

guilty; having a protection order and perceiving that the decisions of the judicial 505

procedure are not made jointly with her lawyer. 506

Results of evaluation metrics obtained for each model for this set of parameters is 507

shown in Table 12. 508

As can be observed the accuracy value obtained is lower than the one achieved 509

before, and the sensitivity metric has fallen sharply to values of around 66-72%. For the 510

best case of all of them (SVM3), the confusion matrix obtained is shown in Figure 7. 511

Compared with the previous simplified model, the non-disengagement class accuracy 512

drops only 1.75%, but the main problem remains in the disengagement class, whose 513

accuracy value drops more than 12%. 514
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Table 12. Evaluation metrics for each classifier with set of previous work’s most
important features.

Accuracy Sensitivity Specificity Precision F1-score

ANN 87.07 0.6667 0.9298 0.7333 0.6984
SVM1 86.39 0.6970 0.9123 0.6970 0.6970
SVM2 86.39 0.6970 0.9123 0.6970 0.6970
SVM3 87.07 0.7273 0.9123 0.7059 0.7164
RF 86.39 0.7273 0.9035 0.6857 0.7059

Fig 7. Confusion matrix for SVM3 model trained with the parameters used in the
previous work.

These results indicate that in the previous work certain parameters were discarded 515

from the dataset, and those parameters may improve the classification rate of the 516

system. With this information, in the last subsection the difference in the parameter 517

selection between the previous study and this new study is studied, and some 518

combinations between those parameters are performed in order to determine which 519

parameters (initially discarded in the previous work) can improve the classification. 520

3.5 Parameters combination 521

The last step of this comprehensive analysis of variables includes the combination of the 522

most important variables obtained for the different classifiers, together with those 523

variables with a significant value obtained in the previous work. 524

If we observe the similarities between the variables selected in the previous work and 525

the most significant variables obtained in the “simplification of classifiers” subsection of 526

this study, we obtain the results shown in Table 13. 527

The first column of Table 13 indicates the number of variables from each system that 528

matches the variables selected in the previous work. For the best candidate selected in 529

this work (ANN), there is a 43% of coincidence in the variables selected. 530

The next study combines the variables used in the previous works with the new 531

variables used in this study for each candidate. If the new systems were trained adding 532

the variables one by one, millions of combinations would have to be performed; so the 533

combinations are done by grouping the new variables in four subsets: 534

• Subset 1: it contains those variables common in the three new systems (ANN, 535

SVM and RF) that are not used in the previous work. 536
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Table 13. Variable comparison between previous study and the classifiers optimized for
this work. Information presented in fraction mode, where the denominator represents
the number of variables used for the row’s system, and the numerator represents the
number of variables of the row’s system that matches the column’s system

Prev. study ANN SVM RF

Prev. study 9/9 3/9 7/9 6/9
ANN 3/7 7/7 2/7 2/27
SVM 7/27 2/27 27/27 9/27
RF 6/30 2/30 9/30 30/30

• Subset 2: it contains those variables only used in ANN that are not used in the 537

previous work. 538

• Subset 3: it contains those variables only used in SVM that are not used in the 539

previous work. 540

• Subset 4: it contains those variables only used in RF that are not used in the 541

previous work. 542

So, four new classifiers are trained combining the variables used in the previous work 543

with the ones of each subset (named as “combined classifier” 1-4, or CC1-4 to simplify). 544

The results obtained for testing those combinations in the ANN model are presented in 545

Table 14. 546

Table 14. Combined classifiers’ results. Each row shows the results of the classifier
trained with the previous work’s variables and the ones that contains the subset
indicated in that row.

Accuracy Sensitivity Specificity Precision F1-score

CC1 90.48 0.8182 0.9464 0.7714 0.7941
CC2 87.76 0.7272 0.9210 0.7272 0.7272
CC3 90.48 0.8182 0.9464 0.7714 0.7941
CC4 89.12 0.7575 0.9298 0.7353 0.7462

As can be observed in Table 14, the systems CC1 y CC3 obtain the same results. 547

CC1 corresponds to the combination of the previous work’s variables and the common 548

variables of the three new systems; while CC3 corresponds to the combination of the 549

previous work’s variables and the variables only used for the SVM system. 550

The main difference between both of them is that CC1 includes only 2 new variables, 551

while CC3 includes 21 new variables. Looking for the less complex system, the best 552

candidate in this case is CC1. 553

The two new variables used in CC1 are: “plans to abandon” and “current 554

questionnaire”. As they are only two, the next step is to analyse the inclusion of these 555

variables one by one in order to know if both variables improves the previous work 556

results or, in other case, only one of them does. 557

Table 15 illustrates the results of the classification combining the variables used in 558

the previous work with the common variable “plans to abandon”. 559

Table 16 illustrates the results of the classification combining the variables used in 560

the previous work with the common variable “current questionnaire”. 561

In the previous tables, three main findings are presented: 562

• Point 1: the inclusion of the variable “plans to abandon” improves the previous 563

work classification from 87.07% to 91.16% (more than a 4%), obtaining the same 564

global accuracy that the one presented in Table 9 for the best ANN parameters. 565
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Table 15. Evaluation metrics for each classifier with set of previous work’s most
important parameters combined with “plans to abandon”.

Accuracy Sensitivity Specificity Precision F1-score

ANN 91.16 0.7878 0.9473 0.8125 0.8000
SVM1 89.11 0.6969 0.9473 0.7931 0.7419
SVM2 89.79 0.7273 0.9473 0.8000 0.7619
SVM3 89.11 0.7273 0.9386 0.7742 0.7500
RF 87.76 0.7273 0.9211 0.7273 0.7273

Table 16. Evaluation metrics for each classifier with set of previous work’s most
important parameters combined with “current questionnaire”.

Accuracy Sensitivity Specificity Precision F1-score

ANN 87.76 0.7273 0.9210 0.7273 0.7273
SVM1 86.39 0.6969 0.9123 0.6969 0.6969
SVM2 87.07 0.6969 0.9210 0.7187 0.7076
SVM3 87.07 0.7575 0.9035 0.6944 0.7246
RF 87.07 0.7273 0.9123 0.7059 0.7164

• Point 2: the inclusion of the variable “current questionnaire” does not provoke a 566

significant improvement (only a 0.69%). 567

• Point 3: the inclusion of both variables improve the previous work classification 568

results, but obtains worse results that the ones obtained by including only the 569

variable “plans to abandon”. 570

So, after analysing the consequences of including the new two variables, the best 571

solution is obtained by combining the previous work variables with the variable “plans 572

to abandon”. The final results are detailed in its confusion matrix (see Figure 8). 573

Fig 8. Confusion matrix for the final model obtained by the combination of the
previous work variables and the new variable “plans to abandon”.

4 Conclusions 574

In this work, different Machine Learning models are applied to predict victims of 575

gender-based violence disengagement from the legal proceedings, with the general 576
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purpose of obtaining a reliable support system so that the professionals can intervene 577

before the withdrawal occurs. 578

For this purpose, three classifiers with different sets of the original dataset are tested, 579

optimizing previously their hyperparameters and applying explainable AI techniques to 580

obtain a subset of the most informative variables. This phase aims to identify the model 581

that best classifies disengagement by the victim by using the minimum and most 582

informative set of input parameters. Results have shown that ANN-based classifier is 583

the best candidate identifying 7 variables as the most informative and obtaining an 584

accuracy of 91.16%. 585

Moreover, this work intents to apply the ML classifiers to the set of variables used in 586

the previous study (where a logistic regression model was used), so that it can be 587

demonstrated that AI models obtains better accuracy results that the ones obtained in 588

the previous study. The best result obtained in this case was for SVM-based classifier 589

with an accuracy of 87.07%, which is an improvement of more than 3%, compared to 590

the accuracy of 83.6% obtained in the previous work. 591

In the last phase, by applying the different classifiers to the combination of the set of 592

most informative variables with those obtained in the previous work, results showed 593

that by adding one new variable (“plans to withdraw”) to the previous work’ subset, 594

the accuracy improves by 7.5%. Adding this variable is particularly useful since it 595

allows professionals to intervene if a woman discloses such intention. 596

Overall, results obtained in this work showed that using ML-based classifiers to this 597

problem and, thanks to the comparison work and the xAI studies, using one more 598

variable to the previous work’s set, the accuracy results are improved substantially. 599

Thus, in future studies, this new variable will be taken into account to reach more 600

reliable predictions. However, it is worth noting that the dataset used for the detection 601

of disengagement of the judicial process consists of 731 victims, which remains in a low 602

number of samples for the model to make consistent and reliable predictions with new 603

data. Therefore, future works will focus on extending the original dataset and make 604

predictions by adding the new variable to the input parameters. Despite this limitation, 605

the use of ML and the addition of new variables to the original works provides an 606

additional benefit regarding the conceptualization of IPV victims. Such previous works 607

argued the principle of parsimony which, despite its usefulness, it may entail the risk of 608

reducing victims that withdraw from prosecution to specific features and the wrong idea 609

of an existing IPV victim profile. The different ML models implemented here have 610

enriched the characteristics of the phenomenon studied and eased the understanding of 611

the complexity of IPV and victims’ decision-making processes. 612

Finally, future applications sought with the application of ML models are the 613

possibility of obtaining systems that allow more accurate detection of whether the 614

victim will end up abandoning the judicial process. Thus, through these support 615

systems for professionals, it will be possible to detect some of the characteristics of 616

women who are likely to withdraw prosecution and therefore provide them with more 617

professional help to prevent them from doing it. This could be done by developing a 618

mobile or web application in which the predictor model is integrated and, after 619

including the answers to the initial forms answered by the victims before starting the 620

judicial process, the professionals could obtain a prediction about the possible 621

withdrawal and recommendations to for action. In any case, and in line with [15], any 622

professional tool based on artificial intelligence that is implemented must necessarily be 623

complemented with adequate professional assistance, especially when working with 624

victims of a crime such as IPV. 625
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A Variables in the dataset before the data
pre-processing

Sociodemographic vari-
ables

Psychological, emotional
and motivational variables

Variables related to the le-
gal proceeginds and profes-
sionals

Age (in years) Number of days that the
woman has been suffering from
IPV

Data case: retrospective data,
prospective data

Country of origin The decision of filing the com-
plaint: a well-thought decision,
because of a traumatic event,
another person filed the com-
plaint, a well-thought decision
+ a traumatic event

Type of questionnaire ad-
ministered: finalized pro-
ceedings, current proceedings,
last previous complaint, for
women who withdrew, ques-
tionnaires administered by
CMIM/shelters/victims help
foundations

Place of residence: rural, ur-
ban

The woman regrets having
filed the complaint: no, yes

Court where the case was pros-
ecuted

Number of children The reason for filing a com-
plaint was experiencing (no,
yes): psychological violence,
physical violence, sexual vio-
lence, economic violence, and
other violence

Date of the initiation of the
legal proceedings

Age in years of the first child
(idem to sixth child)

Woman’s expectations that
(no, yes): the abuser stops
abusing her, the abuser re-
ceives a scarce, that the abuser
is imprisoned, getting a di-
vorce, being protected, and
other expectation

Date of the finalization of the
legal proceedings by any rea-
son

The income per month (in eu-
ros)

Contact with the abuser: none,
occasional, frequent

Days since the legal proceed-
ings started

Educational level: illiterate,
compulsory and basic studies,
professional training, bache-
lor’s degree, university educa-
tion

Type of contact (no, yes):
through telephone, when hand-
ing over the children to their
father, in family reunions, and
other situations

Withdrawal by using Art. 416:
no, yes

Spanish language knowledge: 0
= minimum, 10 = maximum

The woman had thought of the
idea of going back with the
abuser after she reported him:
no, yes

The case was closed: no, yes

Any person in her family unity
had a disability: no, yes

Going back because (no, yes):
she loved him, for their chil-
dren, to maintain the economic
level, and other reasons

Service where the data was col-
lected: SAVA Granada, SAVA
Seville, CMIM, Courts

Who has the disability? The woman has thought of
withdrawing from prosecution:
no, yes / The woman is sure
she will withdraw: no, yes

Phase at the legal proceedings
for the current complaint: first
72 hours, rapid trial, investiga-
tion phase, oral trial, finalized
proceedings
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Any person in her family unity
had an addition: no, yes

Reason to withdraw (no, yes):
economic reasons, fear, feel-
ing pressured, she is tired, she
wants him to leave her to live
in peace, she is going back with
him, and other reasons

Rapid trial: no, yes

Who has the addition? Feelings of (0 = not at all, 10 =
completely): guilt after filing
the complaint, fear about what
he could do to her, fear about
what he could do to their chil-
dren, pressure to abandon the
prosecution

The woman filed a previous
complaint: no, yes

If yes, who exerted such pres-
sure?

Did she drop charges for a pre-
vious complaint?: no, yes

Woman’s assessment of the ex-
perience (0 = worst experience,
10 = best experience): when
filing the complaint, with the
Units of Assessment (for medi-
cal and expert reporting), dur-
ing her declaration at the oral
trial, during the trial, regard-
ing the judge, regarding the
prosecutor, and regarding her
lawyer

The phase of the legal pro-
ceeding when the woman drops
charges for such previous com-
plaint: first 72 hours after fil-
ing the complaint, rapid trial,
investigation phase, oral trial,
finalized proceedings

How much she (0 = minimum,
10 = maximum): is tired of the
legal proceedings, has got the
expected solution to her prob-
lem, is worried about money
and/or employment, feels her
life is in danger, has received
support from family and/or
friends, and feels strong to face
the future

Where the woman filed the
complaint: civil guard, na-
tional police, local police,
courts

The woman received psycho-
logical support: none, yes,
through social services, yes,
through health services

Level of knowledge the woman
has about the legal proceed-
ings: none, some, much

Type of support: group ther-
apy, individual therapy, both

Level of knowledge of the legal
proceedings: none, some, much

Who gave her support: SAVA,
other social services, public
health services, private health
services, victims help founda-
tions

Who gave her such informa-
tion?: social services, SAVA,
police officer/s, legal opera-
tors, the Media (TV, radio. . . ),
health services, others

Number of days the woman
has been receiving psychologi-
cal support

With whom did the woman
usually go to court?: alone,
with one family person or
friend, with more than one fam-
ily person or friends, police of-
ficer/s

What would you have needed
and have not had during the
process?

Divorce process: no, yes
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Acceptance of romantic love
myths (0 = totally disagree;
10 = totally agree): Love can
do everything and is for life,
I should not take care of my-
self until my family/partner is
taken care of, I need a part-
ner to feel like a complete
woman, I still love him and,
if he promised me to change, I
would go back to him, Women
are better able to take care of
the family than men, Jealousy
is a sign of true love

Whom did she feel that make
the decisions during the legal
proceedings? she alone, her
lawyer alone, she jointly with
her lawyer, her lawyer jointly
with the abuser’s lawyer

Type of lawyer: private, public
Imprisonment of the abuser:
no, yes
When she knew that he could
be imprisoned: before the com-
plaint, after the complaint, at
the oral trial, when complain-
ing the following time
How much did she worry about
the possibility of him being im-
prisoned? 0 = minimum, 10 =
maximum
The woman applied for a Pro-
tection Order (PO): no, yes
The PO was granted: no, yes
Appeal against the non-
granting of a protection order:
no, yes
Type of protection order
granted
The woman acted as a private
accusation: no, yes
How well protected did she feel
during the legal proceedings?
0 = minimum, 10 = maximum

Note: Out of the 116 variables in the dataset, we did not disclose here those referring to
codes or registries for each participant and those that resulted from open-ended questions
in the questionnaire that were not coded into categories. The output variable (withdraw:
no, yes) has been omitted, too.
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