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Figure. 3. State-specific average model performance based on PAE (over all epidemiological 
weeks) for varying prediction windows of one- to four-week out predictions. The color scales 
represent the magnitude of the error metric; the scales of PAE are fixed in 10–90 range. The deeper 
color corresponds to larger error.!
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Figure. 4. Evaluation of the multi-stage LSTM model by outbreak phases based on PAE. The 
colors represent different outbreak phases, and each bar represents the distribution of PAE in 
corresponding outbreak phases. 
 

 
Figure. 5. Model performance based on PAE for three different models: (a) Multi-stage LSTM 
model without variant cases data, (b) Multi-stage LSTM model with variant cases data and (c) 
CDC Ensemble model. The x-axis is the week that the predictions are made on. Each pair of bar 
plots represents PAE distribution for the selected states at a given week, where the green bar 
represents the error distribution for the multi-stage LSTM model without genomic data, purple bar 
represents the error distribution for the multi-stage LSTM model with genomic data, and the 
yellow bar represents the error distribution for the CDC ensemble model. 
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1. Data and Preprocessing 
The proposed LSTM model is trained using multiple disparate categories of data including epidemiological, mobility, 
survey, climate, vaccine coverage, demographic, and genomic data. The time-varying data are all available at a daily 
resolution, and state spatial resolution. We use a mixture of preexisting and generated metrics as input; all the variables 
and their corresponding categories are summarized in the table 1 in the main manuscript, and described in detail below: 

 

1.1 Epidemiological data 
Previous COVID-19 modeling studies have relied upon a wide range of data types, with epidemiological data being 
the most central to the efforts. Potential epidemiological variables include reported cases and deaths, unreported or 
undetected infections and fatality, incidence rate, mortality rate, case-fatality ratio, growth rates, testing data, 
vaccination coverage, and hospitalization data. 1–3  

 

1.1.1 Cases and Deaths 
Our study utilizes the county-level, daily reported COVID-19 case, death and vaccination data ranging from April 1, 
2020 to August 31, 2021 as its primary epidemiological inputs. The data is sourced from the Center for Systems 
Science and Engineering (CSSE) at Johns Hopkins University. 4 This dataset serves as the gold standard for reliable 
and official reported state- and county-levels cases and deaths for the US. The start date of May 1, 2020 was chosen 
to minimize the possible effect of underreporting at the early stages of the pandemic. The raw case and death data are 
aggregated to the state level. A 7-day moving average is used to address noise due to reporting issues and variable 
day-of-week patterns.  

 

1.1.2 Case and Death Growth Rate  
The smoothed timeseries are also used to derive additional epidemiologic parameters used as latent variables in our 
modeling framework, namely growth rates and incidence rates. The growth rates (GR) for cases and deaths are 
calculated as follows: 

𝐺𝑅𝑖𝑡 = log(𝐶𝑖𝑡) − log⁡(𝐶𝑖𝑡−1) 

Where 𝐶𝑖𝑡  represents the smoothed cases or deaths for state 𝑖  on day 𝑡 . The case and death incidence rates are 
computed by normalizing the data by population, to generate daily cases and deaths per 100,000 persons, for each 
state.  

 

1.1.3 Vaccination data 
Vaccine induced immunity is considered to be an essential strategy for reducing COVID-19 harm. In our model we 
utilize state-level vaccination data from Johns Hopkins CRC,5 which is collected from the US CDC Vaccine Tracker 
6 and local health agencies. We adopt its daily state-level complete vaccination data normalized by population as one 
of the inputs. 

 

1.1.4 Hospitalizations data 
The U.S. Department of Health & Human Service (HHS) publishes datasets “COVID-19 Reported Patient Impact and 
Hospital Capacity by State” via healthdata.gov. 7 The original dataset contains multiple columns that break the patient 
and hospital resources into several categories. We use cleaned COVID-19 hospitalization provided by the Delphi 
group at Carnegie Mellon University API. 8 We used 7-day moving average smoothed “inpatient_bed_used_covid” 
time series for our death’s prediction model.  

 

1.2 Mobility derived metrics 
Previous studies have shown that aggregate human mobility patterns can be used to evaluate the impact of certain 
non-pharmaceutical interventions on the spread of COVID-19. 9–12 However, the role of such aggregate mobility data 
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in predicting COVID-19 transmission patterns is complex, highly variable over time and space, and notably 
diminishing since Spring 2020. 13,14 Therefore, we conduct extensive data analysis and modeling, to generate novel 
mobility related variables that explicitly consider trip purpose in addition to broader mobility patterns and incorporate 
these new mobility-derived metrics into our modeling framework.  

For the purposes of this study we obtained aggregated and anonymized mobility data from Safegraph,15 a company 
that provides location data from mobile applications. We generate multiple mobility metrics from the provided weekly 
patterns and places datasets 16,17 as described below.  

 
1.2.1 Mobility Ratio (MR)  
We compute a mobility ratio (MR) as a proxy for aggregate mobility movement at population level.9 To generate MR, 
we utilize the following raw point of interest (POI) variables: 

𝑣𝑖𝑡: the number of visits to POI 𝑖 on day 𝑡. 

𝑣𝑖𝑤: the number of visits to POI 𝑖 during week 𝑤. 

𝑟𝑖𝑤: the number of visitors to POI 𝑖 during week 𝑤. 

𝑟𝑗𝑖𝑤: the number of visitors to POI 𝑖 with home location in census block (CBG) 𝑗 during week 𝑤. 

𝐷𝑖
𝑤: the number of devices residing in given CBG 𝑖 during week 𝑤. 

where 𝑡 to represent daily resolution and 𝑤 to represent weekly resolution. The raw data include the number of visits 
to each POI at daily resolution. However, there is a gap in that the origins of those visits are missing. Hence, additional 
data preprocessing is needed to estimate origin-destination metrics. For each POI, we first compute the number of 
visits per visitor 𝑣̅𝑖𝑤 as 𝑣𝑖𝑤 divided by 𝑟𝑖𝑤, and we assume that 𝑣̅𝑖𝑤 is a constant for all visitors to POI 𝑖 during week 𝑤. 
Then we aggregate the visitor’s home location to state-level, and normalize the counts by the state population (𝑝𝑜𝑝𝑐) 
as: 

𝑟̂𝑐𝑖𝑤 = (∑𝑟𝑗𝑖𝑤
𝑗⁡∈𝑐

) ×
𝑝𝑜𝑝𝑐

∑ 𝐷𝑗𝑤𝑗⁡∈𝑐
 

Here 𝑟̂𝑐𝑖𝑤 indicates the normalized number of visits from state 𝑐  to POI 𝑖 during week 𝑤. The probability 𝑝𝑖𝑡  that a visit 
during week 𝑤 happens during day 𝑡 is calculated as 𝑣𝑖𝑡 divided by 𝑣𝑖𝑤, and we assume this distribution holds for 
visitors from any state. The daily mobility metric 𝑟̂𝑐𝑠𝑡  from state c to state s can be estimated as: 

𝑣𝑐𝑠𝑡 =∑(𝑟̂𝑐𝑖𝑤 ⁡× 𝑣̅𝑖𝑤 ⁡× 𝑝𝑖𝑡)
𝑖⁡∈𝑠

 

Note that SafeGraph’s data is collected based on device’s home location, so more rigorously, 𝑣𝑐𝑠𝑡  should be interpreted 
as number of visits with visitors’ home location in state 𝑐 to state 𝑠 on day 𝑡. 

The MR is then defined as: 

𝑀𝑅𝑐𝑡 =
∑ 𝑣𝑐𝑠𝑡𝑐≠𝑠 + ∑ 𝑣𝑠𝑐𝑡𝑐≠𝑠 + 𝑣𝑐𝑐𝑡

∑ 𝑣𝑐𝑠
𝑡0

𝑐≠𝑠 + ∑ 𝑣𝑠𝑐
𝑡0

𝑐≠𝑠 + 𝑣𝑐𝑐
𝑡0⁡ 

Where 𝑣𝑐𝑠𝑡  represents the number of trips from location state 𝑐 to state 𝑠 on day 𝑡. 𝑡0 represents the baseline time 
period, which is chosen as the average day of week (e.g., Monday) over the month of February 2020, and 𝑣𝑐𝑠

𝑡0 
represents the baseline trip rate between locations 𝑐 and 𝑠.  

 
1.2.2 Importation risk (IR) 
In addition to the general mobility trend variable (MR), we generate an importation risk (IR) variable to capture the 
potential risk of infected visitors arriving at a given destination. This variable combines the real time mobility data 
and regional case incidence rates at the origin of travel to generate an incidence-weighted travel risk posed to the 
destination location. The formulation is defined as follow: 
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𝐼𝑅𝑠𝑡 = ⁡∑𝐼𝑐𝑡
𝑐

𝑣𝑐𝑠𝑡 ,⁡⁡⁡⁡𝑖 ≠ 𝑗 

𝐼𝑠𝑡 represents the 7-day moving average of reported case incidence rate in trip origin state 𝑖 on day 𝑡, and 𝑣𝑐𝑠𝑡  is the 
same as described above.  

 

1.2.3 Purpose-specific visits (VR) 
For each POI, SafeGraph also provides a NAICS (North American industrial classification system) code, which 
clusters the POIs into different categories based on their primary activity. Previous study11 has listed top 50 categories 
accounting for the largest fraction of visits, we select top 21 as our target destinations, where each type of POI consists 
at least 1% of overall visits.  We generate 𝑉𝑅𝑐𝑝𝑡  for 21 types of POI (𝑝 = 21), each one of them is a time series on a 
daily basis.  

For each selected type of POIs (𝑝), we estimate the mobility metric 𝑣𝑐𝑝𝑡  from state c to POI type p as: 

𝑣𝑐𝑝𝑡 =∑(𝑟̂𝑐𝑖𝑤 ⁡× 𝑣̅𝑖𝑤 ⁡× 𝑝𝑖𝑡)
𝑖⁡∈𝑝

 

All the selected POI categories are listed below: 

Supplementary Table 1: The 21 selected POI categories and their NAICS code.  
POI categories NAICS code 

Full-Service Restaurants  722511 

Limited-Service Restaurants  722513 

Elementary and Secondary School 611110 

Other General Merchandise Store 452319 

Gas Station 4471 

Fitness and Recreational Sports Center 713940 

Grocery Store 4451 

Cafes & Snack Bars 722514, 722515 

Hotels and Motels 721110 

Religious Organizations  813110 

Nature Parks and Other Similar Institutions  712190 

Hardware Store 444130 

Department Store 452210 

Child Day Care Service 624410 

Offices of Physician 6211 

Pharmacies and Drug Store 446110 

Sporting Goods Store 451110 

Automotive Repair and Maintenance 8111 

Used Merchandise Stores 453310 

Colleges, Universities, and Professional Schools 6113 

Convenience Store 445120 

 

An example visualization of all purpose-specific visits metrics for New York State is shown below: 
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Supplementary Figure 1: GAM smoothed timeseries of 𝑉𝑅𝑐𝑝𝑡  for New York State from May 2020 to September 2021. 

Similar to the definition of MR, we define a visit ratio (VR) for each pair of locations (states or counties) and select 
types of points of interest (POIs). This variable is designed to disaggregate the mobility data by trip purpose, and 
explicitly considered different travel purposes (work, school, restaurant visits, etc.) within the modeling framework: 

𝑉𝑅𝑐𝑝𝑡 =
𝑣𝑐𝑝𝑡

𝑣𝑐𝑝
𝑡0⁡ 

Here, 𝑣𝑐𝑝𝑡  are the estimated daily visits from location (a state or county) 𝑐 to selected POI 𝑝. Again, 𝑡0 represents the 
baseline time period. ⁡𝑉𝑅𝑐𝑝𝑡  indicates how frequent people visit certain types of destinations relative to the baseline. 
𝑉𝑅𝑐𝑝𝑡   for New York State are shown in Appendix Figure 1, where 𝑉𝑅𝑐𝑝𝑡   are smoothed with Generalized Additive 
Model (GAM). The SafeGraph’s data was updated daily during 2020; however, in 2021, the data is updating once a 
week on every Wednesday.  

 
1.2.4 Principal component analysis of purpose-specific visits metrics 
To avoid the highly correlated features and increase computational efficiency, we applied the principal component 
analysis (PCA)18 to all VR variables and select the first five principal components as inputs for the model. By doing 
this, we could first avoid using similar features that are highly correlated; second, the computational cost is reduced. 
Here we presented one example of this data preprocessing routine for the first week of September 2021. The average 
correlations between all the visits metrics across 50 states are show in the Appendix Figure 2 below: 
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