Optimal protocol design for diffusion-weighted imaging of the prostate: an estimation theory examination of parameter estimate variance
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Abstract
Diffusion-weighted imaging (DWI) is routinely used to aid in the detection and characterization of prostate cancer. Given imaging time constraints in a clinical setting, it is important to maximize the statistical efficiency of a DWI examination of the prostate. The objective is to maximize the accuracy with which microstructural information about the prostate can be obtained while minimizing diffusion scan time.

In this study, we apply estimation theory to evaluate the statistical efficiency of different DWI acquisitions and methods. Specifically, we show that the variance of DWI parameters estimated using nonlinear multiexponential signal models is considerably higher than the variance observed using linear signal models. We then derive a simple analytical expression for the efficiency of a linear estimator and use it to optimize $b$-value sampling for DWI of the prostate.
Introduction
Diffusion-weighted imaging (DWI) is routinely used to aid in the detection and characterization of prostate cancer (1). While conventional DWI remains largely limited to assessment of relative signal intensity and monoexponential apparent diffusion coefficient (ADC), sophisticated multicompartmental modeling techniques better quantify physiologically meaningful parameters from DWI data (2–6). Compared to conventional DWI, these multicompartmental approaches require more scan time per patient in order to obtain measurements at additional $b$-values and/or echo times (TEs). Given imaging time constraints in a clinical setting, it is important to maximize the statistical efficiency of a DWI examination of the prostate. The objective is to maximize the accuracy with which microstructural information about the prostate can be obtained while minimizing diffusion scan time.

In this study, we apply estimation theory to evaluate the statistical efficiency of different DWI acquisitions and methods. Specifically, we show that the variance of DWI parameters estimated using nonlinear multiexponential signal models is considerably higher than the variance observed using linear signal models. We then derive a simple analytical expression for the efficiency of a linear estimator and use it to optimize $b$-value sampling for DWI of the prostate.

Methods

DWI signal modeling

The DWI signal is generally modeled as the sum of individual signal contributions from distinct tissue compartments:

$$S(b, TE) = \sum_{i=1}^{K} C_i e^{-bD_i T2_i} + C_2 e^{-bD_2 T2_2} + C_3 e^{-bD_3 T2_3} + \cdots + C_K e^{-bD_K T2_K} + \epsilon$$

Each compartment is characterized by a linear weight ($C$), diffusion coefficient ($D$), and transverse relaxation time ($T_2$). The linear weights indicate the relative contributions of each compartment to the overall observed signal. When the DWI signal is normalized, these weights sum to unity and are commonly referred to as the compartmental volume fractions (4,7). The diffusion coefficients and $T_2$ values describe how compartmental signal decays with increasing $b$-value and TE, respectively. Additive measurement noise is represented by $\epsilon$. If the diffusion coefficients and $T_2$ relaxation constants are assumed to be fixed for each compartment, the signal model becomes linear and can be expressed in matrix form as:

$$S = X\beta + \epsilon$$

where $X$ is the experimental design matrix that incorporates the exponential decay terms for each compartment at each $b$-value and TE, and $\beta$ is the vector of linear weights $C$ for each compartment.

Computing estimator variance
An estimator attempts to determine unknown parameters from measured empirical data (8). In the context of the general DWI model presented above, an estimator would aim to determine compartmental $C$, $D$, and $T_2$ values from DWI signal measurements obtained at different $b$-values and TEs. Estimator variance is an important metric for comparing unbiased estimators, with lower variance indicating a more optimal estimator with higher expected accuracy (9,10). The Cramer-Rao lower bound on the variance of an estimator is given by the inverse of the
Hessian matrix of the negative log-likelihood function \((11,12)\). Assuming Gaussian noise, the observed DWI signal measurements may be considered a Gaussian random vector \(S(\hat{\beta})\) with mean \(S(\beta)\) and covariance \(\Sigma\), where \(\beta\) is the concatenation of the various compartmental parameters \((C_i, D_i, T_{2,i})\) of the DWI model, and the hat symbol indicates an estimated value. For such a random vector, the joint probability density function (PDF) is given by:

\[
p(\vec{S}(\hat{\beta})) = (2\pi)^{-\frac{N}{2}}|\Sigma|^{-\frac{1}{2}}\exp\left[-\frac{1}{2}(\vec{S}(\hat{\beta}) - \vec{S}^*(\beta))^T\Sigma^{-1}(\vec{S}(\hat{\beta}) - \vec{S}^*(\beta))\right]
\]

Which yields the negative log likelihood function:

\[
l(\vec{S}(\hat{\beta})) = -\ln p(\vec{S}(\hat{\beta})) = \frac{N}{2} \ln 2\pi + \frac{1}{2} \ln |\Sigma| + \frac{1}{2}(\vec{S}(\hat{\beta}) - \vec{S}^*(\beta))^T\Sigma^{-1}(\vec{S}(\hat{\beta}) - \vec{S}^*(\beta)) \tag{5}\]

The Hessian matrix of this function describes its curvature in parameter space, and the inverse of the Hessian is the covariance matrix of the uncertain parameters \(\hat{\beta}\). The diagonal elements of the covariance matrix are the variances of each DWI model parameter for a given estimator \((11)\).

**Evaluating parameter variances for nonlinear and linear estimators**

Using this numerical approach, we computed parameter variances for a simulated DWI acquisition for one nonlinear and one linear estimator. For both estimators, a 4-compartment signal model was assumed \((K = 4\) in equation 2) \((5)\). The true DWI model parameters were chosen to reflect values previously reported for prostate tissue \((3-5)\) and are listed in Table 1. For the nonlinear estimator, the nonlinear parameters of the model (compartmental diffusion coefficients, \(D_i\), and \(T_{2,i}\) values) were considered free parameters to be estimated from the DWI data, in addition to the linear parameters (compartmental linear weights, \(C_i\)). For the linear estimator, the nonlinear parameters were considered fixed for each compartment, and only the compartmental linear weights \((C)\) were estimated from the DWI data. The simulated acquisition protocol was designed to emulate a rigorous examination of the prostate in a research setting, with relatively dense \(b\)-value and echo time (TE) sampling compared to routine clinical scans. This was done to allow exploration of possibilities, even some that are not presently practical in a clinical setting. Specifically, the simulation acquisition protocol consisted of 5 \(b\)-values \((0, 50, 800, 1500, 3000 \text{ s/mm}^2)\), repeated at 4 different TEs \((40, 80, 100, 200 \text{ ms})\). The Hessian matrix of equation 5 was computed numerically, so the nonlinear parameters \(D_i\) and \(T_{2,i}\) were log-transformed to improve the stability of numerical differentiation.

| Table 1: DWI signal model parameters used for simulating prostate tissue. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| C1 (\(\beta_1\))   | C2 (\(\beta_2\)) | C3 (\(\beta_3\)) | C4 (\(\beta_4\)) | D1 (\(\beta_5\)) | D2 (\(\beta_6\)) | D3 (\(\beta_7\)) | D4 (\(\beta_8\)) | T2,1 (\(\beta_9\)) | T2,2 (\(\beta_{10}\)) | T2,3 (\(\beta_{11}\)) | T2,4 (\(\beta_{12}\)) |
| True value          | 0.3             | 0.4             | 0.2             | 0.1             | 1.0e-4          | 1.8e-3          | 3.6e-3          | 1.0e-2          | 40              | 70              | 100             | 275             |

**Linear estimator efficiency**

The statistical efficiency of an unbiased estimator is defined as the reciprocal of the parameter variance per unit of scan time \((9,10)\):

\[
E = \left(\|\beta - \hat{\beta}\|^2\right)^{-1}/T \tag{6}
\]
where $\langle \cdot \rangle$ is the expectation operator, and $T$ is the time required for the acquisition. If the estimator under consideration is linear, the numerical Hessian-based approach can be replaced by a simple analytic expression for parameter variance (9,10).

The ordinary least-squares (OLS) solution to equation 3 is given by:

$$\hat{\beta} = (X^T X)^{-1} X^T S$$

(7)

Substituting this OLS solution into equation 6 yields:

$$E = \langle \| \beta - (X^T X)^{-1} X^T S \| ^2 \rangle ^{-1} / T$$

(8)

Which can be combined with the expression for DWI signal in equation 3 and simplified to obtain:

$$E = \langle \|(X^T X)^{-1} X^T \epsilon \| ^2 \rangle ^{-1} / T$$

(9)

Since $\epsilon$ is a zero-mean Gaussian random variable, we arrive at the following analytical expression for estimator efficiency for the linear estimator:

$$E = \frac{1}{\langle (X^T X)^{-1} \rangle T}$$

(10)

Estimator efficiency $E$ provides an objective criterion for evaluating and optimizing the relative expected accuracy of parameter estimates from different DWI acquisition protocols. The $(X^T X)^{-1}$ term in equation 10 is the covariance matrix of the parameters, identical to the inverse of the Hessian matrix of the negative log-likelihood function, but simpler to compute in general.

**Optimizing $b$-value sampling to maximize linear estimator efficiency**

Using equation 10, an optimal $b$-value sampling scheme was determined for estimating the compartmental diffusion coefficients $(D)$ of simulated prostate tissue modeled by the parameters listed in Table 1. For a range of maximum $b$-values (from 1000 to 6000 s/mm$^2$), a bounded simplex search method (13) was used to compute optimal nonzero $b$-values that maximized the protocol efficiency $E$. Three nonzero $b$-values were assumed initially (along with a $b=0$ s/mm$^2$ acquisition), to ensure that the rank of matrix $X$ is at least 4 (the number of parameters to be estimated) but the optimization process was also performed for higher numbers of nonzero $b$-values (up to 8 in total). Acquisition time $T$ was taken to be the minimum repetition time (TR) achievable for the maximum $b$-value on a Discovery MR750 MRI scanner (GE Healthcare, Waukesha, WI) multiplied by the total number of $b$-values. Relative $E$ values were computed by normalizing the $E$ value obtained for each maximum $b$-value by the maximum $E$ value obtained overall. For the protocol with three nonzero $b$-values, sensitivity analysis was performed to examine how varying each $b$-value away from its optimum decreases protocol efficiency. To examine how the value of the diffusion coefficient to be estimated affects the protocol efficiency, the protocol optimization procedure was repeated for three different values of $D_1$: 1e-6, 1e-4, and 1e-3 mm$^2$/s.

**Results**

The variance of each DWI model parameter is listed in Table 2 for the nonlinear and linear estimators.
Table 2: Parameter variances for a simulated DWI acquisition for one nonlinear and one linear estimator. The last row of the table lists the ratio of the nonlinear variance (Var_{NL}) over the linear variance (Var_{Lin}) for the parameters common to both estimators (the linear weights).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Linear weights</th>
<th>Diffusion coefficients</th>
<th>Transverse relaxation times</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C₁ (β₁)</td>
<td>C₂ (β₂)</td>
<td>C₃ (β₃)</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>259</td>
<td>42,616</td>
<td>51,249</td>
</tr>
<tr>
<td>Linear</td>
<td>8</td>
<td>169</td>
<td>179</td>
</tr>
<tr>
<td>Var_{NL} / Var_{Lin}</td>
<td>34</td>
<td>252</td>
<td>286</td>
</tr>
</tbody>
</table>

Figure 1 plots the efficiency of the linear estimator across a range of maximum b-values. For the prostate tissue simulated by the parameters in Table 1, the most efficient acquisition protocol having 3 nonzero b-values was achieved using a maximum b-value of 2500 s/mm², with optimal nonzero b-values of 100, 600, and 2500 s/mm². The sensitivity analysis shown in Figure 2 illustrates how protocol efficiency decreases as each of these optimal b-values is varied. Allowing for more b-values did not result in optimal protocols with additional unique b-values, but rather repeated sampling of these initial 3 values (Table 3).

Figure 1: DWI protocol efficiency as a function of the maximum b-value acquired. For the simulated prostate tissue to be examined (described by the parameters in Table 1), linear parameter estimation was most efficient for an acquisition protocol with a maximum b-value of 2500 s/mm². Optimal nonzero b-values for this protocol were 100, 600, and 2500 s/mm².
Figure 2: Sensitivity analysis showing how DWI protocol efficiency decreases as each of the three nonzero b-values are changed from their optimal values. Optimal nonzero b-values for this protocol were 100, 600, and 2500 s/mm$^2$.

Table 3: Optimal b-values for DWI protocols using different numbers of nonzero b-values. A $b$=0 s/mm$^2$ acquisition was assumed for each protocol.

<table>
<thead>
<tr>
<th>Number of nonzero b-values</th>
<th>Optimal value of nonzero b-values (s/mm$^2$)</th>
<th>(number of repetitions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>100 (1)</td>
<td>600 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (1)</td>
</tr>
<tr>
<td>4</td>
<td>100 (1)</td>
<td>600 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (2)</td>
</tr>
<tr>
<td>5</td>
<td>100 (1)</td>
<td>600 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (2)</td>
</tr>
<tr>
<td>6</td>
<td>100 (1)</td>
<td>600 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (2)</td>
</tr>
<tr>
<td>7</td>
<td>100 (2)</td>
<td>600 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (3)</td>
</tr>
<tr>
<td>8</td>
<td>100 (2)</td>
<td>600 (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500 (3)</td>
</tr>
</tbody>
</table>

Figure 3 demonstrates how DWI estimator efficiency changes based on the underlying diffusion coefficients to be measured. Specifically, as the diffusion coefficient to be estimated decreases, the optimal maximum b-value increases.

Figure 3: DWI protocol efficiency for different underlying diffusion coefficients. Lower diffusion coefficients are more optimally estimated using higher b-values.
Discussion

Despite the simulated acquisition protocol employed in this study assuming many more measurements than would be realistic in a clinical setting (4 nonzero $b$-values repeated at 4 different TEs), the nonlinear estimator variances were still too large for meaningful determination of the model parameters for the full nonlinear model (Table 2). Such large variances observed for the nonlinear estimator illustrate the inherent difficulty of obtaining accurate parameter estimates from multieponential fitting of DWI data. Indeed, multieponential fitting of MRI data in general is often an under-determined or ill-conditioned problem due to limitations on imaging time, leading to solutions that suffer from non-uniqueness, noise amplification, and instability (14,15).

A number of approaches are commonly used to overcome this problem and obtain meaningful parameter estimates from multieponential fitting of DWI data. Restriction spectrum imaging (RSI) addresses the problem by decoupling the estimation of the nonlinear model parameters ($D_i$, $\tau_{2i}$) from the linear weights ($C_i$). The nonlinear parameters are determined via global fitting to measurements from a large number of voxels simultaneously, and are then fixed per compartment to the globally optimal values (as opposed to being free parameters that are fit voxel-by-voxel) (5). This global fitting process reduces the variance of the nonlinear parameters in proportion to the number of measurements, so they can be reliably estimated for a large enough sample size. In Conlin et al., for example, signal measurements from over 200,000 voxels were used to optimize the diffusion coefficients of a 4-compartment DWI signal model of the prostate (5). Once the nonlinear parameters are fixed per compartment, the linear weights can be determined per voxel using linear estimation. As highlighted by Table 2, linear estimation of these parameters has many times lower variance than can be achieved with nonlinear estimation, making voxel-wise measurements of $C$ much more accurate. Other DWI techniques like intravoxel incoherent motion (IVIM) imaging (17), Vascular, Extracellular, and Restricted Diffusion for Cytometry in Tumors (VERDICT) MRI (2), and Hybrid Multidimensional MRI (4) endeavor to fit the nonlinear model parameters on a voxel-wise basis. To overcome the large variances inherent in the estimation of these parameters, bounds are generally imposed on the range of possible values they can take during the nonlinear fitting process (2,4,18). This approach is analogous to the nonlinear parameter fixing in RSI, but permits limited variation in the parameter estimates between voxels. The nonlinear parameter estimates may also be analyzed after averaging across all voxels in a chosen region of interest (ROI) or tissue to further reduce estimation variance (19–21).

Equation 10 provides an objective metric of linear estimator efficiency that can readily be used to optimize DWI acquisition protocols. For a 4-compartment model of prostate tissue with diffusion coefficients of 1.0e-4, 1.8e-3, 3.6e-3, and 1.0e-2 mm$^2$/s, the optimal nonzero $b$-values which maximized estimator efficiency were calculated to be 100, 600, and 2500 s/mm$^2$. As shown in Table 3, repeated measurements at these optimal $b$-values was more efficient than including additional unique $b$-values. This demonstrates that dense protocols with many evenly spaced $b$-values are not generally the optimal approach for DWI experiments. While tissues characterized by different diffusion coefficients will have different optimal $b$-values, the proposed strategy for protocol optimization still applies; the only change needed is to recompute the constant terms of the design matrix $X$ using the new diffusion coefficients. In general, smaller diffusion coefficients are more optimally estimated by higher $b$-values (Figure 3). This finding is particularly important in the context of prostate cancer imaging, where tumors are characterized by increased cellularity and more restricted diffusion (22,23). The optimal maximum $b$-value reported in this study (2500 s/mm$^2$) is higher than what is typically prescribed for prostate DWI clinically (24), suggesting that reevaluation of current clinical guidelines may be warranted.
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