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Abstract 
Background: Palliative care (PC) has demonstrated benefits for life-limiting illnesses. Cancer patients 

have mainly accessed these services, but there is growing consensus about the importance of 

promoting access for patients with non-malignant disease.  Bad survival prognosis and patient’s 

frailty are usual dimensions to decide PC inclusion. 

Objectives: The main aim of this work is to design and evaluate three quantitative models based on 

machine learning approaches to predict frailty and mortality on older patients in the context of 

supporting PC decision making: one-year mortality, survival regression and one-year frailty 

classification.  

Methods: The dataset used in this study is composed of 39,310 hospital admissions for 19,753 older 

patients (age >= 65) from January 1st, 2011 to December 30th, 2018. All prediction models were 

based on Gradient Boosting Machines. From the initial pool of variables at hospital admission, 20 

were selected by a recursive feature elimination algorithm based on the random forest’s GINI 

importance criterion. Besides, we run an independent grid search to find the best hyperparameters 

in each model. The evaluation was performed by 10-fold cross-validation and area under the 

receiver operating characteristic curve and mean absolute error were reported. The Cox 

proportional-hazards model was used to compare our proposed approach with classical survival 

methods. 

Results: The one-year mortality model achieved an AUC ROC of 0.87 ± 0.01; the mortality regression 

model achieved an MAE of 329.97 ± 5.24 days. The one-year frailty classification reported an AUC 

ROC of 0.9 ± 0.01. The Spearman’s correlation between the admission frailty index and the survival 

time was –0.1, while the point-biserial correlation between one-year frailty index and survival time 

was –0.16. 

Conclusions: One-year mortality model performance is at a state-of-the-art level. Frailty Index used 

in this study behaves coherently with other works in the literature. One-year frailty classifier 

demonstrated that frailty status within the year could be predicted accurately. To our knowledge, 

this is the first study predicting one-year frailty status based on a frailty index. We found mortality 

and frailty as two weakly correlated and complementary PC needs assessment criteria. Predictive 

models are available online at http://demoiapc.upv.es. 
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1. Background and Significance 

Palliative Care (PC) is a holistic approach that improves the quality of life of patients with life-limiting 

disease. It is recommended that it be incorporated early in the disease trajectory, even in 

conjunction with potentially curative treatments [1]. PC can improve quality of life [2], mood [3], 

symptom control [4], reduce emergency department visits and hospitalisation [5], and even increase 

the one-year survival [6] 

PC services have traditionally been mainly accessed by cancer patients but there is growing 

consensus about the importance of promoting access for patients with non-malignant disease at 

earlier stages [7, 8, 9]. In the same line, Raudonis et al. [10] suggest in their study that frail older 

adults could benefit from involvement in PC programs. Koller et al. 11] show how frailty is associated 

with poor health outcomes and death. They emphasize the importance of quantifying frailty so when 

the patient becomes frailer the focus of care can change to palliation. 

It is estimated that at least 75% of patients would benefit from access to PC during their terminal 

illness [12]. Nevertheless, uncertainty about prognostication is cited as the most common barrier to 

PC referral, particularly for patients with non-malignant disease [13] 

Different strategies have been used to try to aid prognostication. Clinical intuition was harnessed 

with the Surprise Question (“Would I be surprised if this patient died in the next year?”) which has 

been promoted as a tool to prompt clinicians to recognise patients with a limited prognosis [14] 

However, in 2017 Downar et al. [15] published a systematic review of the surprise question, 

concluding that more accurate tools are required given its poor to modest performance as a 

mortality predictor.  

Functional status was used in the Palliative Performance Scale [16]. Risk of death increased with 

lower performance levels and with falling performance levels, but survival data varied across 

different healthcare systems [17]. 

The Supportive and Palliative Care Indicators Tool (SPICT) uses clinical indicators of poor prognosis 

which were developed through a consensus of expert opinion [18]. It has been shown to have a 

predictive accuracy of up to 78% [19]. 

Other studies have used data analysis to propose alternative tools to predict short-term mortality. 

Bernabeu-Wittel in 2010 developed the PROFUND index [20], a predictive model for patients with 

multimorbidity with a reported area under the ROC curve (AUC ROC) of 0.7 (95% CI 0.67-0.74) in 

testing. Van Walraven et al. in 2015 proposed HOMR [21], a tool for predicting one-year mortality on 

adults (>=18 years and >= 20 years for the different cohorts) reporting 0.89 (95% CI 0.87 to 0.91) to 

0.92 (95% CI 0.91 to 0.92). In 2018 Avati et al. [22] proposed a deep learning approach to identify 

patients with a survival between 3 and 12 months and reported an AUC ROC of 0.93 (0.87 for 

admitted patients), in 2019 Wegier et al. [23] proposed a version of HOMR but using only variables 

available at the admission achieving 0.89 of AUC ROC. 

In addition to life-expectancy prognostication tools a wide array of frailty indexes (FI) have been 

proposed to assess the health status in older adults. These are usually based on deficits 

accumulation [24]. Frailty index has been used as a tool to predict mortality and poor health 

outcomes [25]. Some studies have tried to predict frailty status: Babič et al. in 2019 [26] use a 

clustering approach to identify clusters considering the prefrail, non-frail and frail status using 10 

numerical variables for adults over 60 years old. Sternberg et al. [27] in 2012 tried to identify frail 

patients with their methods against the VES frailty score [28] for patients over 65 years old. Bertini 

et al. [29] in 2018 created two predictive models for patients over 65 years old: one to assess frailty 
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risk using the probability of hospitalization or death within the year and a second one to assess 

worsening risk to each subject in the lower risk class. However, to our knowledge, no study has tried 

to predict frailty status within a year without using proxies such as mortality. The authors 

hypothesize that frailty status can be predicted and used as part of PC inclusion criteria. 

Based on these previous results, our overall aim is to develop machine learning tools capable of 

making predictions about mortality and frailty for older adults so that health professional can benefit 

from quantitative approaches based on data-driven evidence. First, we choose one year as a horizon 

to make the mortality prediction, as stated elsewhere [22], longer than 12 months is not desirable 

due to the difficulty in the predictions and the limited resources of the programs which are better to 

focus on immediate needs. To fulfil this need, we aim to create one-year mortality model that will 

work as a binary predictor.  

In addition to the one-year mortality model, we propose the creation of a survival regression model, 

this model aims to obtain a prediction in days from admission to death. Despite being more difficult 

to predict, we think this information will help to contextualise the results of the one-year mortality 

model providing the health professional with additional information such as the magnitude of the 

remaining time until death (days, weeks or months).  

Finally, we aim to create a frailty model to estimate the health status, assessed by the Frailty Index, 

of a patient in the future. Following the work of Searle et al. [30] we created a frailty index from our 

dataset and stratified it in 4 categories according to the work of Hoover et al. [31] and aggregate 

together the two less severe frailty conditions (Non-Frail + Vulnerable) and the two more frail status 

(Frail + Most Frail). To complement the information provided by the one-year mortality model, we 

set this frailty model to make predictions for 12 months after the admission. The authors think that 

the combination of both criterions mortality and frailty can have a positive impact on detecting PC 

needs.  

2. Methods 

2.1 Ethics  
The data used in this study comes from the University and Polytechnic La Fe Hospital of Valencia and 

was retrospectively collected on the Electronic Health Records (EHR). This procedure was assessed 

and approved by the Ethical Committee of the University and Polytechnic La Fe Hospital of Valencia 

(registration number: 2019-88-1). 

2.2 Materials 

The data used in this study comes from the electronic health records (EHR) from the University and 

Polytechnic La Fe Hospital of Valencia. The dataset contained hospital admissions records for older 

patients (age >= 65) from January 1st, 2011 to December 31st, 2018.  

The dataset is composed of variables from several sources: socio-demographic information, 

administrative details about the admissions, laboratory results, Barthel scale variables, cognitive 

function, and a set of ICD9 diagnosis. A total of 147 candidate variables were selected based on a 

literature review performed within the framework of the H2020 European Project entitled InAdvance 

(ref.: 825750) and clinician’s expert opinion.   

Mortality target variables were extracted from admission administrative data and recorded death 

date. Patients without a record of death were considered alive at the time of extraction and 

consequently were excluded from the mortality risk model development. Those patients alive at the 
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extraction date were not eligible for the survival regression problem, which is known as right-censored 

data (20959 available samples). 

As for the frailty target, we have calculated the FI of every episode (admission frailty), sorted them 

chronologically from oldest to newest and grouped them by patient. The frailty target of one 

episode is the admission frailty of the next one if that episode has occurred in the time threshold 

specified (one year). Otherwise, their target frailty is the admission frailty. Most recent episodes and 

patients with only one episode have been removed because no posterior data was available, so they 

became censored data. Finally, we transformed the obtained FI into categories following the work 

from Hoover et al. [31] Variables composing this frailty index are listed in Table 1. 

 Table 1: List of variables included in the frailty index 

Difficulties in dressing Difficulties in urinating Difficulties in bathing 
Difficulties in grooming Difficulties in eating Difficulties in stooling 
Difficulties in moving Hypertension Chronic renal failure 
COPD Heart Failure Cancer 
Stroke Parkinson Atrial fibrillation 
Thyroid Disorders Diabetes Mellitus Psychiatric disease 

Gastrointestinal or liver 
disease 

Musculoskeletal Diseases Depression 

Dementia Malnutrition Constipation 
Pressure Ulcers Anaemia Visual impairment 
Hear impairment Gastrointestinal problems  

 

2.3 Pre-processing 

We mapped the two categorical variables: Admission Diagnose Code and Real Service Code to 

integers using a dictionary, no prior information was provided so in each run categories receive 

different codification depending on the shuffling of the data. The method used does not support 

missing values in the model’s input, so an imputing was strategy. We calculated the median for each 

variable in the training set and use it to impute the missing values in both training and test sets. 

2.4 Feature selection 

The authors used a recursive feature elimination process as a filter method. This process starts with 

the whole set of features, trains a tree-based model, calculates the relevance of each variable using 

the GINI importance [32], which measures the average gain of purity in the tree splits. Finally, less 

relevant variables are eliminated. The process is repeated until the desired number of features is 

obtained. Alternatively, the same method can be performed with a regression using its coefficients 

as importance measure. In this case, we used the Random Forests as the model for both 

classification and regression problems, set to 20 the number of features and set to 2 the number of 

features to eliminate each iteration.  

2.5 Gradient Boosting Machine and Grid Search 

Gradient Boosting Machines (GBM) [33] are ensemble models based on regression trees. The 

training algorithm behind the GBM is an iterative optimization method consisting of adding a tree to 

the ensemble that best reduces a loss function in the whole ensemble at every step. GBMs have 

been used in different problems with notable performance [34, 35, 36].  

Since GBM is available for both classification and regression, we made use of this model to solve all 

three proposed problems. We used a traditional Grid Search to estimate some of the most relevant 

hyper-params: number of trees, maximum depth of each tree, learning rate and loss function. We 
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used logistic regressions as baselines to compare the performance of the models in the classification 

task: one-year mortality and frailty classification.   

2.6 Evaluation 
For the evaluation of the models, we have used the classical K-Fold cross-validation technique. 

Where the dataset is split into K different sets and each iterations K-1 sets are used to train the 

model, and one is used to evaluate the model, aggregating the various results and metrics at the 

end. The experiments were set with K=10. 

To evaluate the performance of the one-year mortality and the frailty binary classifier we selected 

following metrics: area under ROC curve (AUC ROC), accuracy, sensitivity (or True Positive Rate) and 

specificity (or True Negative Rate). For the survival regression model, we selected the mean squared 

error (MSE) and the mean absolute error (MAE). Results are rounded to two decimals as in other 

relevant works already introduced [20, 21, 22, 23]. In addition, since the GBM offers the GINI 

variable importance for the built model, we present the average and standard deviation for each 

variable in each iteration.   

2.7 Survival models 

In order to compare our mortality regression model with state of the art, we have performed 

survival analysis over the data processed with same pipelines described above. For that, we chose 

the Cox regression model [37], from which we obtained survival estimations for patients by 

calculating the survival expected time E[T].   

2.8 Software 

The whole experimentation described in this work has been carried using the python 3 programming 

language [38], and the following scientific libraries and packages: numpy [39], pandas [40], scikit-

learn [41] and lifelines [42]. 

3. Results 

3.1 Descriptive results 
Data contains a total of 39,310 cases corresponding to 19,753 unique patients. Cohort was 

composed by 9780 males and 9973 females with a mean age of 80.75 years, complete description is 

available in Table 2. 

Table 2: Patient demographic information 

Sex N-individuals Mean Age (years) STD Age (years) 

Female 9,973 80.75 8.67 

Male 9,780 77.44 8.24 
All 19,753 79.11 8.62 

 

The one-year mortality target variable distribution is: 35905 (55.9%) are negative cases (death > 365 

days) and 28368 (44.1%) are positive (death <= 365 days) as shown in Figure 1.A. The survival 

regression target variable (mean 368.59; std 496.46) presents a right-skewed shape as can be 

observed in its density plot in Figure 1.B. The admission FI (mean 0.27; std 0.12) and the FI target 

variable (mean 0.32; std 0.14), both are shaped like a normal distribution (plot in Figure 1.C and Figure 

1.D), while the distributions of the different categories are: Non-Frail 986 (2.2%), Vulnerable 10911 

(24.34%), Frail 25638 (57.19%), Most Frail 7294 (16.27%). As aggrupation of two categories: Non-Frail 

+ Vulnerable 11897 (26.54%), Frail + Most Frail 32932 (73.46%), data represented in Figure 1.E.  
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Figure 1: A) One-year mortality target distribution; B) Density plot from survival regression target 

variable; C) Density plot from the FI target variable; D) Density plot from the admission FI; E) FI 

categories distribution. 

 The calculated spearman’s correlation coefficients are survival regression target vs admission FI = -

0.1 and survival regression target vs FI target = -0.16. The one-year mortality vs stratified (binary) FI 
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was statistically significant in the two-sided fisher’s exact test (p=2.96e-86). All correlations are 

statistically significant with p-values < 0.001. Complete details available in Table 6. 

 

3.2 One-year morality classifier 
Following the described methodology, the recursive feature elimination process provided the list of 

most significant variables, the three more relevant were: Number of active groups, Real Service 

Code and Charlson. Table 3a contains the list of the selected variables and the mean GINI 

importance assigned by the GBM model during the k-fold cross validation evaluation. The logistic 

regression one-year mortality model achieved and AUC of 0.79, while the one based on GBM 

presented a great discriminative power with an AUC ROC of 0.87, complete results on Table 3b. 

Table 3a: Importance assigned at the evaluation of the one-year mortality model 

Variable GINI Importance (%) 
Number of active groups 18.90 ± 0.44 
Real service code 16.50 ± 2.60 

Charlson index 13.37 ± 1.15 
Age 8.70 ± 0.40 
Barthel index 6.16 ± 0.75 
Leukocyte 5.73 ± 0.17 
Urea 5.31 ± 0.25 
RDW-SD 4.80 ± 0.36 

DRG 3.77 ± 0.21 
Sodium 3.05 ± 0.13 
RDW-CV 2.52 ± 0.36 
PCR 2.44 ± 0.10 
Creatinine 1.78 ± 0.14 
Glucose 1.48 ± 0.10 
Number of previous stays 1.35 ± 0.09 

Haematocrit 1.23 ± 0.14 
Admission diagnose code 1.14 ± 0.09 
Potassium 0.75 ± 0.05 
Haemoglobin 0.53 ± 0.08 
Number Previous ER 0.50 ± 0.04 
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Table 3b: One-year mortality classifier evaluation 

Model AUC ROC Sensitivity (TPR) Specificity (TNR) Accuracy 
GBM 0.87 ± 0.01 0.80 ± 0.03 0.77 ± 0.05 0.80 ± 0.03 

Logistic Reg. 0.79 ± 0.01 0.73 ± 0.04 0.69 ± 0.03 0.70 +- 0.01 

 

3.3 Survival regression  
For the survival regression model, the most important variables in the model were: real service code, 

number of active groups and the Charlson index. Table 4a shows the whole list of variables and the 

importance computed in the model validation. The cox regression produced a MAE of 956.55, while 

the GBM model achieved a MAE of 329.97, complete performance for survival regression models on 

Table 4b. 

Table 4a: Importance assigned at the evaluation of the survival regression model 

Variable GINI Importance (%) 

Real Service Code 11.55 ± 0.90 

Number Active groups 11.11 ± 0.46 

Charlson 8.80 ± 0.56 

Admission Diagnose Code 7.39 ± 0.40 

Filtered Glomerular CKD 7.18 ± 0.51 

Age 5.90 ± 0.37 

Leukocyte 5.80 ± 0.25 

DRG 5.15 ± 0.29 

Urea 5.15 ± 0.52 

PCR 4.89 ± 0.52 

RDW-SD 4.19 ± 0.37 

Number Previous ER 3.76 ± 0.43 

Aspartate Aminotransferase 3.00 ± 0.17 

Creatinine 2.87 ± 0.26 

Glucose 2.76 ± 0.30 

RDW-CV 2.75 ± 0.44 

Previous Stays 2.63 ± 0.15 

Haematocrit 2.18 ± 0.21 

Potassium 1.82 ± 0.19 

Number Previous ER 365d 1.12 ± 0.14 

 

Table 4b: Mortality regressor evaluation 
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Model MSE MAE 
Cox 1300783.79 ± 59500.27 956.55 ± 26.89 

GBM Survival Reg. 215175.28 ± 6084.36 329.97 ± 5.24 

 

3.4 One-year frailty classifier 
Finally, we performed the same evaluation for the frailty classifier. The most important variable 

according to the GINI index were: Charlson index, emergency room visits and Hypertension 

(complete details on Table 5a). The classification model based on the logistic regression achieved an 

AUC ROC of 0.84, while the model based the GBM outperformed it with an AUC ROC of 0.9. 

Complete metrics for the frailty classification are available in Table 5b. 

Table 5a: Importance assigned at the evaluation of the survival regression model 

Variable GINI Importance (%) 
Charlson index 37.19 ± 0.51 
Number Previous ER 9.14 ± 0.21 
Hypertension 6.96 ± 0.21 

Psychiatric Disease 6.31 ± 0.14 
Atrial Fibrillation 6.12 ± 0.16 
Gastrointestinal or Liver Disease 5.96 ± 0.12 
Barthel index 4.95 ± 0.24 
Age 4.91 ± 0.17 
Real Service Code 3.52 ± 0.33 
Haematocrit 2.26 ± 0.1 

RDW-SD 1.94 ± 0.19 
RDW-CV 1.85 ± 0.21 
Glucose 1.81 ± 0.17 
Creatinine 1.38 ± 0.12 
DRG 1.27 ± 0.11 
Leukocyte 1.11 ± 0.07 

Admission Diagnose Code 0.9 ± 0.06 
Urea 0.85 ± 0.12 
Potassium 0.83 ± 0.07 
Previous Stays 0.75 ± 0.07 

 

Table 5b: Frailty classifier evaluation 

Model AUC ROC Sensitivity (TPR) Specificity (TNR) Accuracy 

GBM 0.90 ± 0.01 0.79 ± 0.03 0.84 ± 0.03 0.81 ± 0.01 
Logistic Reg. 0.84 ± 0.01 0.74 ± 0.04 0.78 ± 0.05 0.75 ± 0.02 

 

4. Discussion 

As previous studies have shown, mortality and frailty could be relevant criteria to admit patients to 

PC programs. Therefore, health professionals could benefit from the use of data-driven accurate 

predictions of these two dimensions. In addition to the benefits experienced by patients and their 

families, the early identification of these patients’ needs can help better manage the available health 

and social care resources and may even reduce costs overall. 
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We set the number of variables on each model to the 20 most relevant because the original number 

of variables was arguably too high to be used by a human operator, also, not every variable is 

relevant in all three problems. The authors decided to select the most important variables using the 

Random Forest’s GINI importance criteria with recursive feature elimination as a data-driven 

method, this is a standard machine learning procedure and applies to all three tasks. As shown in 

Table B, all three problems share a great number of variables, being only 27 different variables. The 

selected variables by the recursive feature elimination algorithm are coherent with the different 

mortality works in the literature [20, 21]. 

Our one-year mortality model rank among the best general admission models in terms of AUC ROC 

(0.87 ± 0.01). Outperforming PROFUND (0.77) [20] and scoring slightly below HOMR (0.89-0.92) [21], 

mHOMR (0.89) [23] and Avati’s deep learning approach (0.93, 0.87 for admitted only patients) [22]. 

However, our model is not fully comparable since it targeted older adults (>= 65 years old) 

meanwhile all the mentioned studies use inclusion criteria of >= 18, except Avati, which also includes 

paediatric records. As expected, the GBM model performed significantly better than the Logistic 

Regression counterpart. 

Most of the works in the literature dealing with survival are based in cox regression model [37]. The 

Cox model offers some advantages with respect to the standard machine learning models, the 

acceptance of censored data being one of the most important. The Cox model allows the analysis of 

the simultaneous effect of a set of covariables in the survival expressed by the hazard ratio. The Cox 

model implemented in lifelines [43] also allows to obtain a prediction of survival by calculating the 

survival expected time. 

In the survival regression problem, our model scores a mean absolute error of 329.97 days, 

outperforming the 956.55 days scored by the cox model. Despite obtaining better predictions than 

one of the most used models when dealing with survival time, a mean error of almost a year seems 

not quite useful for the original purpose of this model. The authors suggest the use of this kind of 

model only when the one-year mortality model provides a positive prediction. A preliminary result 

for the regression model trained only with those patients whose survival target was <= 365 provided 

a mean absolute error of 68.02 days. This result fits much better with the purpose of the survival 

model. It seems to indicate that the poor performance of our original model is due to the presence 

of huge values (much bigger than 365) in the target variable, as can be observed in the long right tail 

of Figure B. 

We composed our frailty index using 29 variables, some of them evaluate the ability of the patients 

for taking care for him/herself in daily activities such as grooming, dressing or bathing, and the 

others designate the presence or absence of a certain diagnosed diseases (complete list on Table 2). 

The authors followed the steps for the creation of the frailty index by Searle et al. [30].  

The binary frailty model scored a 0.9 of AUC ROC, 0.79 of sensitivity and 0.84 of specificity, 

outperforming the logistic regression version (0.84 AUC ROC, 0.74 Sensitivity, 0.78 Specificity). These 

results demonstrate a great predictive power for assessing a patient’s frailty index category one year 

from the admission. As far as we know, this is the first study where a model is used to predict a 

future frailty status without using proxies such as mortality or disability. These results provide a 

complementary perspective based on an objective measure of frailty to initiate early PC.   

The mean admission FI was 0.27 ± 0.12, and its shape resembles a normal distribution. This is a 

coherent behaviour with the findings in the Mitnitski et al. study [24], where the most impaired 

groups have a bigger FI mean, and the distribution is shaped like a normal distribution, as opposed 
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to the less impaired groups which had a smaller mean FI and can be approximated using a gamma 

distribution. The correlation between our admission FI and MR target in days is –0.10, lower than 

the one reported in [24] which was –0.234. These means that the frailty index proposed in this work, 

for this sample, is less associated with mortality. 

The relationship between frailty and mortality have been studied previously [25] confirming the 

association between both. Despite the similarity in the used input variables, the target variable 

distributions are poorly correlated (Table 6). Both criteria have been highlighted as important for 

accessing PC in previous studies and are related. However, they reflect two different distributions, 

and the authors think of them as two complementary criterions. Therefore, we suggest their 

aggregation together will increase the information to support the decision-making process. 

Table 6: Spearman’s correlations (continuous variables) and point-biserial correlation (binary vs 

continuous) coefficient between FI and mortality variables. All values are statistically significant (p-

value < 0.001). Target 1YM (binary) vs Target FI (binary) produced statistical significance using the 

Fisher’s exact test. 

 Admission FI 
(cont.) 

Target FI 
(cont.) 

Target FI 
(binary) 

Target Surv. 

(cont.) 

Target FI 
(cont.) 

0.69    

Target FI 

(binary) 

0.54 0.67   

Target Surv. 

(cont.) 

-0.10 -0.16 -0.14  

Target 1YM 
(binary) 

0.10 0.19 * -0.77 

 

Despite the existence of studies on one-year mortality using machine learning methods, the authors 

believe that the focus of these models on adults over 65 and, most importantly, the incorporation of 

the criterion of frailty may represent an added value for those health professionals deciding about 

inclusion in PC services. We developed a web user interface to incorporate the three models and 

made them publicly available at http://demoiapc.upv.es/. 

The main limitation in our study resides in the use of data from only one hospital, an internal 

validation only assures the performance of the models with similar data. We cannot ensure the 

reported efficiency in other hospitals and/or with other patient populations [43]. Also, data from the 

same centres can change over time due a wide variety of reasons such as change in protocols or 

external agents such a pandemic [44, 45]. Additional external validations are needed as future work.     

5. Conclusion 

This work proposes the use of three different machine learning models based on hospital admission 

data to assess PC needs on older adults and help health professionals in the decision-making 

process. The authors constructed a version of the one-year mortality models achieving results in 

state of the art for this problem (AUC ROC = 0.87), a regression mortality model has also created to 

provide more information about the first prediction. A predictive model to assess frail within the 

year was developed, presenting a great discriminative power (AUC ROC = 0.9). To our knowledge, 

this is the first study predicting one-year frailty status based on a frailty index. The frailty index used 

in this study is coherent with previous studies observations but is less correlated with mortality. The 
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authors propose the use of predictions in both mortality and frailty as complementary predictions to 

help assess PC needs due to its individual relevance but weak correlation and the reliability and great 

predictive power. The described models have been implemented and publicly available at 

http://demoiapc.upv.es/. 
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