
Results discussion

The coverage results indicated that the patients of the study either were prone to suffer further from hy-
poglycemia than hyperglycemia or that the hypoglycemia patterns can be described better by the features
used by the decision trees. The first theory may follow the intuition that the diabetic patients that decided
to participate in this study has a better control of their blood glucose values and therefore, a tendency to
keep them low.

As it was expected, the coverage of the severe hyperglycemia patterns was lower than the ones produced
by the hyperglycemia decision trees. This phenomenon happened because the number of positive cases of
severe hyperglycemia was a subset of the number of positive labels of hyperglycemia and consequently, their
coverage should be lower or equal than the largest hyperglycemia pattern.

Furthermore, the results indicated a negative correlation between the number of rows and the AUC
score. This negative correlation is more marked in severe hyperglycemia decision trees (-38.51) and can be
appreciated in figure 10. A possible explanation for this result may be that the data files with a low number
of rows are biased due to their size and the patterns are easier to model than the ones with a higher sample
size. Some studies like [23] showed that the AUC score of a single dataset tends to increase when the sample
size is larger.

Figure 10: AUC score of the different decision trees and the number of rows of the provided data file.

However, in this case, we are comparing the score of decision trees that use datasets of different patients.
Thus, the bias produced by the sample size and the quality of the carbohydrates entries has a high impact
on the AUC score of the trees. It was no possible to establish a fair comparison between the AUC value
of the decision trees of each patient because some variables such as the size of the dataset, the number of
carbohydrates entries and the number of gaps have a high variance in each of them. This negative correlation
may not be a relevant result as the data files were not taken under the same circumstances and the data
quality differs in each of them.

The analysis of the importance of the features led to several interesting conclusions. The first important
result is the fact that hypoglycemia patterns used the glycemic variability of the previous day (MAGE) as
the most informative feature. This phenomenon also appears in [24], which states that MAGE was the only
measure of glycemic variability significantly higher in the group of patients with repeated hypoglycemia.

The average Gini importance of MAGED �1 in hypoglycemia trees shows a contrast with the value
obtained for hyperglycemia trees, where it was not used to do any split, resulting in a Gini importance of
0. This result has multiple possible interpretations, and it is an interesting topic to discuss. The hypothesis
about this phenomenon is that patients who suffered a high glycemic variability the previous day tend to
over-control their blood glucose values the next day, leading to hypoglycemia situations.

Another important result is that it does not exist a strong correlation between the importance of the
features of hyperglycemia trees and severe hyperglycemia trees. Whereas the features that provide more
information to the hyperglycemia trees were statistics related to blood glucose values, the decision trees
focused on severe hyperglycemia used more the variables of time such as the day of the week or the minutes
elapsed since the last meal to do their splits. This result may indicate that severe hyperglycemia situations
can be more predictable by looking into the variables related to the lifestyle of the patient or the actions that
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are out of its routine. The decision trees focused on detecting hyperglycemia situations should use blood
glucose value to detect the risk situations rather than variables of time.

Lastly, some features were expected to be important because the provide values highly correlated with
risk situations. For example, a patient who had a very low minimum of blood glucose the last block is
more likely to suffer from hypoglycemia at any moment of the next blocks than a patient with a peak of
blood glucose in the last meal. However, other features did not provide any information to the decision
trees. These features were the current value of glucose, the difference of blood glucose with the previous day
and the present value of blood glucose. This lack of importance suggests that considering one single value
of blood glucose do not provide information gain to the trees and it is necessary to consider statistics and
indicators that apply to a series of blood glucose values to increase their predictive power.

6 Conclusions

An application that applies machine learning techniques in its back-end sometimes suffers from a lack of
transparency as the difficulty to track the origin of the provided results. A rigorous assessment of the medical
advice given by these algorithms is essential to promoting the development of these applications and their
use by patients and physicians [25]. Some questions about the use of black box algorithms in decision-making
support systems must be considered before they start to work in medical environments. The main feature
of the application developed in this project is to be transparent to the user. The patient or physician can
know about the origin of the patterns and use their criteria to either consider them valid or reject them.

The web application together with the core is ready to be tested with real data and be deployed to a
production environment after considering some security issues that involves data protection and resilience
to cyber attacks. Despite the limitations, all the requirements defined at the beginning of the document has
been fulfilled, and the application can obtain some patterns that are potentially significant if the quality of
the data source is high.

This work has revealed us the potential of using and process the available data to raise the living standards
of people that suffer from health conditions.

Carrying out a data science experiment is challenging because it is hard to estimate if the results are
going to be useful or significant at early stages of the development process. This risk is inherent to a data-
driven approach because the data do not always contains all the information needed for offer an appropriate
service to the end user. This methodology seemed to worked in this project as the final application provides
a service to the user, placing the data at the centre of the application. However, many improvements can
be made in the application, which are discussed below.

At the beginning of the project, we wanted to tackle the problem with an unsupervised learning technique
and the use of clustering to detect the patterns of glycemia. However, this technique was reconsidered as a
supervised learning task to try to predict a future risk situation in the blood glucose values of the patient.
The idea of dividing each day of the patient in blocks, defined by the ingestion of carbohydrates, can be
used to generate new features and develop an online predictive tool in future projects.

One limitation of the application is that the patterns are not extracted in real time, but the patient needs
to upload the file to a web application to obtain the results. This limitation is also present in the FreeStyle
Libre application, which requires a connection from the reader to a computer through a USB cable. This
project has suggested a way of detecting patterns, but the algorithm and the features can be modified to
turn the model into a powerful predictive tool in real time. There are several machine learning techniques
based on decision trees that use ensemble methods to obtain a better predictive performance.

One example of an ensemble classifier is random decision forest, which uses a multitude of decision trees,
capable of mitigating the distortion caused by the existence of noise in the dataset or reduce the overfitting
of the model. Another example of an ensemble technique is the gradient tree boosting, which makes use
of decision trees as base learners and distribute the weights to identify the trees capable of identifying the
most intricate patterns. These ensemble models have a better performance that a single decision tree but
it reduces the transparency of the model. Thus, they broke the constraint of this project of creating a
transparent model, and they were not used to detect the patterns.

Another improvement can be done in the feature engineering process. The application only makes use of
the features that are available to the physician or the patient and give freedom of choosing which features
are the ones he wants to use to discover new patterns. If the purpose of the model is to predict a future
risk situation by using all the features it has at its disposal, tens of features can be extracted from time
series. Also, many libraries are capable of making an automatic extraction of features from a time series.
An example of this library is tsfresh, whose algorithm is described in [26]. This library extracts up to 100
features from a time series in parallel and makes feature selection of the most relevant ones.

Some parts of the code, especially the generation of the report, can speed-up by parallelizing its execution.
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Python has many libraries to make parallel computing like dask . This library allows optimising an application
using dynamic task scheduling and multicore execution. The application could offer a better experience to
the patient if the time to generate the report is reduced and this is an excellent opportunity for improvement.

Finally, using the features of the dataset, it is possible to define alternatives labels to discover new pat-
terns. Two examples of possible phenomenons that can be analysed using the data obtained from FreeStyle
Libre are the Dawn phenomenon and the Somogyi effect (this last one is well described in [27]). The Somo-
gyi effect consists on a rise of the blood glucose levels as a reaction of the body to a situation of nocturnal
hypoglycemia, resulting in high blood sugar levels in the morning. The model could be adapted to detect if
a patient suffers from this effect and report it so that the physician can provide with some advice to avoid
it.
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A DecisionTreeClassifier example

The following code written in Python shows one example of how to use the libraries sklearn and mlxtend to
train four decision trees and display the decision areas of the trees. This code has the purpose of studying
the effect of varying the maximum depth constraint in the decision areas of each decision tree. The decision
trees are trained to predict hyperglycemia and hypoglycemia situations using blood glucose values of the
previous and subsequent registers. The resulting plots can be seen in figure 1.

from s k l ea r n . t r e e import D e c i s i o n T r e e C l a s s i f i e r
from s k l ea r n . m o d e l s e l e c t i o n import S t r a t i f i e d S h u f f l e S p l i t
import matp lo t l i b . pyplot as p l t
import matp lo t l i b . g r i d spe c as g r i d spe c
from mlxtend . p l o t t i n g import p l o t d e c i s i o n r e g i o n s
import i t e r t o o l s
import pandas as pd

# Function that s e t the t h r e s h o l d s which d e f i n e the l a b e l s
de f label map ( value ) :

hypog lycemia thresho ld = 70
hyperg lycemia thre sho ld = 180
i f va lue > hyperg lycemia thre sho ld :

r e turn 0
e l i f va lue < hypog lycemia thresho ld :

r e turn 1
e l s e :

r e turn 2

# Read the FreeSty l e data f i l e in CSV format
f i l e = ” . . / data /Patient1 20160331 20160414 FREE STYLE . txt ”
raw data = pd . r ead c sv ( f i l e , header =0, sk iprows =1,

d e l i m i t e r =”\t ” , i n d e x c o l =0,
u s e c o l s=l i s t ( range (0 , 9 ) ) ,
p a r s e d a t e s =[ ’Hora ’ ] , dec imal =” ,” ,
d a t e p a r s e r=
lambda x : pd . to date t ime (

x , format=”%Y/%m/%d %H:%M”))
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# Keep only r e g i s t e r s o f type 0 ( automatic blood
# g luco s e measurement )
data = raw data [

raw data [ ” Tipo de r e g i s t r o ” ] == 0 ] [
[ ” Hora ” , ” H i s t o r i c o g lucosa (mg/dL ) ” ]

] . s e t i n d e x (
”Hora ” , drop=True )

# Create the input datase t with two columns r e s u l t i n g from
# s h i f t i n g the column o f blood g luco s e va lue s +/− one per iod
X = pd . concat ( [ data . s h i f t ( pe r i od s =−1),data . s h i f t ( pe r i od s =1)]

, a x i s =1). dropna ( )
X. columns = [ ” Glucose Minus 15min ” ,

” Glucose Plus 15min ” ]
y = data . l o c [X. index ] . i l o c [ : , 0 ] . apply ( label map )

# Create the D e c i s i o n T r e e C l a s s i f i e r o b j e c t s with d i f f e r e n t
# max depth
c l f 1 = D e c i s i o n T r e e C l a s s i f i e r ( c r i t e r i o n =’ g in i ’ , s p l i t t e r =’ best ’ , max depth=1)
c l f 2 = D e c i s i o n T r e e C l a s s i f i e r ( c r i t e r i o n =’ g in i ’ , s p l i t t e r =’ best ’ , max depth=2)
c l f 3 = D e c i s i o n T r e e C l a s s i f i e r ( c r i t e r i o n =’ g in i ’ , s p l i t t e r =’ best ’ , max depth=3)
c l f 4 = D e c i s i o n T r e e C l a s s i f i e r ( c r i t e r i o n =’ g in i ’ , s p l i t t e r =’ best ’ , max depth=4)

# Get a s t r a t i f i e d sample o f t r a i n i n g and t e s t examples
# (80% Train ing − 20% Test )
s s s = S t r a t i f i e d S h u f f l e S p l i t ( n s p l i t s =1, t e s t s i z e =0.2 , random state =0)
t ra in index , t e s t i n d e x = next ( s s s . s p l i t (X, y ) )
X train , X tes t = X. i l o c [ t r a i n i n d e x ] , X. i l o c [ t e s t i n d e x ]
y t ra in , y t e s t = y . i l o c [ t r a i n i n d e x ] , y . i l o c [ t e s t i n d e x ]

# Plot d e c i s i o n r e g i o n s o f the four d e c i s i o n t r e e s
gs = gr id spe c . GridSpec (2 , 2)
f i g = p l t . f i g u r e ( f i g s i z e =(14 , 14) )
f o r c l f , lab , grd in z ip ( [ c l f 1 , c l f 2 , c l f 3 , c l f 4 ] ,

[ ’DT Max. Depth = 1 ’ ,
’DT Max Depth = 2 ’ ,
’DT Tree Max Depth = 3 ’ ,
’DT Tree Max Depth = 4 ’ ] ,

i t e r t o o l s . product ( [ 0 , 1 ] , r epeat =2)) :
# Train the d e c i s i o n t r e e
c l f . f i t (X, y )

#Create a subplot w i t h i t s d e c i s i o n r eg i on
ax = p l t . subp lot ( gs [ grd [ 0 ] , grd [ 1 ] ] )
f i g = p l o t d e c i s i o n r e g i o n s (X=X. as matr ix ( ) , y=y . as matr ix ( ) , c l f=c l f , l egend =2)
p l t . t i t l e ( lab )
p l t . x l a b e l ( ’ Blood g luco s e (mg/dL) −15min ’ )
p l t . y l a b e l ( ’ Blood g luco s e (mg/dL) +15min ’ )
p l t . show ( )
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Report of patterns
ACN 
31/03/16 - 14/04/16 

Hyperglycemia patterns

Pattern 1

• Maximum level of glucose of the previous block is lower or equal than
234.5

• Mean level of glucose of the previous block is lower or equal than 145.3
• Maximum level of glucose of the previous day is greater than 192
• Standard deviation of the level of glucose of the previous block is lower

or equal than 40.99
• Standard deviation of the level of glucose of the previous day is lower

or equal than 40.95

Samples: 210 (10.43%)
Impurity: 0 
Number of positive samples: 210 (25.93%)
Number of negative samples: 0 (0.00%)

Pattern 2

• Maximum level of glucose of the previous block is greater than 234.5

Samples: 210 (10.43%)
Impurity: 0.2024 
Number of positive samples: 186 (22.96%)
Number of negative samples: 24 (2.00%)

Hypoglycemia patterns

Pattern 1

• Maximum level of glucose of the previous block is greater than 139 and
is lower or equal than 208.5

• Glycemic variability (MAGE) of the previous day is greater than 81.53
• Mean of the level of glucose of the previous day is lower or equal than

121.1

Samples: 297 (14.75%)
Impurity: 0.271 
Number of positive samples: 249 (18.11%)

B Report example
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Number of negative samples: 48 (7.52%)

Pattern 2

• Maximum level of glucose of the previous block is greater than 139 and
is lower or equal than 208.5

• Glycemic variability (MAGE) of the previous day is greater than 81.53
• Mean of the level of glucose of the previous day is greater than 121.1

Samples: 519 (25.78%)
Impurity: 0 
Number of positive samples: 519 (37.75%)
Number of negative samples: 0 (0.00%)

Decision trees

Hyperglycemia

 

Hypoglycemia
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Severe hyperglycemia
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03/04/2016

Block
Carbohydrates
(portions)

Rapid-
acting
insulin
(units)

Glucose level statistics

Mean
Standard
deviation

Maximum Minimum

1 1 1 166.125 38.1454 234 86 

0 0 0 136.697 32.3772 197 100 

2 1 1 149.042 24.5737 180 93 

3 1 1 111.292 40.5114 184 62 

Day summary of glucose values 

• Mean of the level of glucose of the day: 140.438
• Standard deviation of the level of glucose of the previous day: 38.8674
• Maximum level of glucose of the previous day: 234
• Minimum level of glucose of the previous day: 62
• Glycemic variability (MAGE): 76.4
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Report information

What is a pattern?

A pattern is a set of rules that describe a situation in the patient's life using
several metrics related to his glucose level, insulin values, carbohydrates
and time variables. Through these rules, it is possible to identify risk
situation with regard to the glucose levels of the patient. 

What is a block?

Each day of the patient is divided in a series of blocks defined by the
different meals that the patient has throughout the day. One block is defined
by a time period that starts two hours before a meal and finishes four hours
later. The blocks may be overlapped and include intakes of carbohydrates
and insulin doses that are present also in other blocks. Block zero always
corresponds to the remaining time that is not framed by any other block 

What type of patterns are there?

The information that a pattern provides depends on its type. The patterns
can be of three types: Hyperglycemia, hypoglycemia and severe
hyperglycemia patterns. The patterns of each type describe situations when
the patient suffers from a disorder in his glucose level in the next meal
block. The thresholds that determine a risk situation are the following ones: 

• Hyperglycemia: 180 mg/dL
• Hypoglycemia: 70 mg/dL
• Severe hyperglycemia: 240 mg/dL

What information does a pattern provide?

Each pattern is composed by the following elements: 

1. Set of rules that describe the risk situation in the next block 
2. Number of sumples of the data set that are obtained by the defined

rules in the pattern. Moreover, it is displayed the percentage of
samples regarding to the total of the data set

3. Impurity of the pattern using Gini impurity. It reaches its minimum
(zero) when all the samples obtained by the defined rules are classified
as risk situation in the next block

4. Number of positive samples, classified as a risk situation in the next
block. Moreover, it shows the percentage of samples regarding to the
total of positive samples

5. Number of negative samples, classified as a situation without risk in the
next block. Moreover, it shows the percentage of samples regarding to
the total of negative samples
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How to assess a pattern?

To assess a pattern it is necessary to consider two factors: 

1. The number of samples must be relevant. The threshold of minimum
samples is a 10% of the total, but this does not mean that it is the
minimum number to consider a pattern as relevant. This criteria must
be set by the patient or the physician.

2. The pattern does not have to have a minimal impurity. Long patterns
with complex rules tend to overfit the model even though the maximum
depth of the tree is set to 5 levels. This means that, although the
pattern's impurity was close to zero, the model would be overfitted and
not be accurate in future risk situations. 

How to interpret a decision tree?

The decision tree contains both the patterns of a risk situation and the
patterns of a situation with no risk. The nodes of the tree can be interpreted
through their written information or their color. The color scale of each node
determines both the majority class of the samples obtained by the split made
in the parent node and how impure is the split. In the following color scale,
it can be observed the impurity of the split according to the color intensity of
each node:
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C Examples of decision trees

The next decision trees were generated using the data file provided by the patient 3 during the period
between 07/09/2016 and 22/09/2016. The rest of the reports of the patients, which contain the decision
trees, are available at the following link of Google Drive: https://drive.google.com/drive/folders/

0Bw6PbR_m3nxNUS1XZlIwQ21QWDg.

Figure 11: Decision tree specialised in detecting patterns of severe hyperglycemia.
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Figure 12: Decision tree specialised in detecting patterns of hyperglycemia.
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Figure 13: Decision tree specialised in detecting patterns of hypoglycemia.
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