Forecasting Seizure Risk over Days
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Abstract

For persons with epilepsy, much suffering stems from the apparent unpredictability of seizures. Historically, efforts to predict seizures have sought to detect changes in brain activity in the seconds to minutes preceding seizures (pre-ictal period), a timeframe that limits preventative interventions. Recently, converging evidence from studies using chronic intracranial electroencephalography revealed that brain activity in epilepsy has a robust cyclical structure over hours (circadian) and days (multidien). These cycles organize pro-ictal states, hours- to days-long periods of heightened seizure risk, raising the possibility of forecasting seizures over horizons longer than the pre-ictal period. Here, using cEEG from 18 subjects, we developed point-process generalized linear models incorporating cyclical variables at multiple time-scales to show that seizure risk can be forecasted accurately over days in most subjects. Personalized risk-stratification days in advance of seizures is unprecedented and may enable novel preventative strategies.
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Abbreviations

AUC: area under the curve

cEEG: chronic intracranial electroencephalography

IEA: interictal epileptiform activity

IoC: improvement over chance

LE: long episodes

PP-GLMs: point-process generalized linear models

STiW: sensitivity vs. corrected proportion of time in warning
Introduction

Despite decades of progress in seizure prediction, reliable methods to mitigate the looming threat of seizures remain elusive (Mormann et al., 2007). An ideal prediction model captures all seizures (high sensitivity) while minimizing time in warning (high specificity) (Kuhlmann et al., 2018). The pioneering NeuroVista trial demonstrated feasibility of a cEEG-based pre-ictal warning system (Cook et al., 2013), but the device used is no longer available. Another implanted device (RNS® System) that uses brain-responsive neurostimulation to treat seizures is available in the U.S. and provides a limited form of cEEG (Geller, 2018). Based on years-long recordings from this device, we recently uncovered daily (circadian) and multi-day (multidien) cycles of IEA that co-modulate with seizure risk (Baud et al., 2018). Other factors that putatively influence seizure timing include recent seizure history (Cook et al., 2014), sleep duration (Samsonsen et al., 2016), and days of the week (Karoly et al., 2018). Therefore, we hypothesized that pro-ictal states result from alignment of cyclical influences at ultradian (shorter than a day), circadian, and multidien timescales. To test this, we built PP-GLMs incorporating multiscale cyclical covariates (hereafter “temporal features”) and used an existing dataset to determine whether these models could generate accurate, pseudo-prospective seizure risk forecasts over 24-hour and one-hour horizons (hereafter “daily” and “hourly” forecasts, respectively). PP-GLMs provide a flexible statistical framework to study the association between a sequence of binary events occurring at discrete times (e.g. seizures) and a set of temporal features upon which event probability may depend (Truccolo et al., 2004).
Materials and Methods

Subjects and data acquisition

We analyzed retrospective cEEG data (227–1049 days) from 18 adults with medically-refractory focal epilepsy who were implanted with the RNS® System (NeuroPace, Inc., Mountain View, CA) at one of two comprehensive epilepsy centers (University of California, San Francisco, N=13 and California Pacific Medical Center, N=5; Supplementary Table 1 and Supplementary Fig. 2). Indications for treatment with the RNS System included bilateral seizure onsets (temporal and frontal), seizures arising from eloquent cortex (visual or motor), and seizure focus contralateral to a prior resection. The study was approved by the Institutional Review Boards at both centers, and all subjects provided written informed consent for participation.

Data selection

The primary inclusion criteria for this retrospective study were more than 6 months of available data without large gaps and reliable seizure detection (fig. S2). The RNS System utilizes embedded algorithms based on line-length, area under the curve, and band-pass filters that are iteratively tuned by clinicians to improve sensitivity and specificity of detections of pathological brain activity. For detection of electrographic seizures, we relied on counts of LE, prolonged detections of abnormal activity that often represent seizures. LE timestamps are stored continuously by the neurostimulator even though storage of the corresponding electrocorticograms is limited. As described in detail previously (Baud et al., 2018), we only used data from subjects for whom the positive predictive value of LE’s being electrographic seizures was ≥90%. An additional exclusion criteria was >50% of days with seizures, because the utility of forecasting is likely low in individuals with very frequent seizures. For each subject, IEA time-series from two detectors were
selected for periods of continuous data with stable detection settings lasting longer than six months. Four detectors can be independently programmed on the neurostimulator, each with a unique parametrization of the embedded algorithm, and Boolean operators (“AND”, “OR”) are used to combine detectors (Sisterson et al., 2019). One subject (S15) only had one active detector. For all subjects, the first few months of cEEG (median 150 days) after RNS System implantation were discarded to avoid periods of time when recordings are unstable (Ung et al., 2017; Sun et al., 2018) and to account for time needed by clinicians to optimize detection parameters (Sun and Morrell, 2014).

**Data pre-processing**

Data were pre-processed as described previously (Baud et al., 2018). Briefly, changes in detection settings affect detection sensitivity and, therefore, absolute IEA counts. Hourly IEA counts were z-scored by block, where a block corresponds to an epoch with stable detection settings. In six subjects, 8 gaps in the datasets owing to subjects’ non-compliance with data transmission were interpolated (median width 53 hours, range 18–303 hours) as follows: (i) For each gap, we selected flanking data on each side with the same length as the gap. We linearly interpolated the mean value of these windowed data and added a Gaussian random noise with standard deviation (SD) given by the SD of the concatenated IEA data in the two windows; (ii) We used this time-series to compute the different multidien rhythms $x_{\text{multidien},t}$ using a Morlet wavelet transform; (iii) We computed the circadian distribution of the mean and SD of the IEA time-series and created two corresponding periodic time-series, $x_{\text{meanCircadian},t}$ and $x_{\text{sdCircadian},t}$; (iv) Finally, we filled in the gaps by summing the multidien and circadian time-series according to the following equation:
\[ x_{\text{IEAFilled},t} = x_{\text{multidien},t} + x_{\text{meanCircadian},t} + x_{\text{sdCircadian},t} \cdot \epsilon_t, \] with \( \epsilon_t \sim \mathcal{N}(0,1) \) the Gaussian distribution. We filled corresponding gaps in the seizure time-series by replacing missing data with zeros.

**Temporal feature extraction**

Temporal features were extracted from the interpolated IEA and seizure time-series. The distribution of seizures over 24-h clock time and the calendar week were computed on 60% of the data (training and validation set), and cyclical temporal features were constructed accordingly. We estimated the circadian and multidien IEA cycles using a centered bandpass finite impulse response causal filter of order 2160 and a Hamming window. The bandwidth of the filter was set as \( b = [2/3m, 4/3m] \), where \( m \) is the peak periodicity previously derived by wavelet transform. The cosine and the sine of the phase, as well as the amplitude of each circadian and multidien rhythm, were then extracted through a Hilbert transform of the filtered signal after removal of the mean to compensate for slow drifts. The ultradian features were computed from the IEA time-series using a sliding window of 24 h, recursively shifted by one hour (95.83% overlap). At each time step, if the IEA count was higher than the number of counts averaged over that window, we considered that point as a proxy for sleep. A binary vector representing sleep/non-sleep states was then computed, along with the number of hours of sleep during the preceding day.

**Causality**

During temporal feature extraction, we took care to maintain potentially causal temporal relationships so that features at time \( t \) do not use current or future values of the IEA and seizure time-series. Specifically, we preferred a causal filter to a wavelet transform to estimate the
instantaneous phase used in our forecasting model. Ultradian features were computed using only past values of the IEA time-series.

**Point-process Generalized Linear Models (PP-GLMs)**

We considered the sequence of seizure occurrence times as a realization of a stochastic discrete-time point process, $S_t$, with the time-bin length set to $\Delta=1$ hour, based on the sampling resolution in our dataset. Because more than one seizure can occur in a given hour (true for 0.2% of the hours on average across subjects), multiple seizure events in a given time-bin were considered as a single seizure event such that $S_t \in \{0, 1\}$. We used PP-GLMs with a log-link function and a (conditionally) Poisson distribution (Truccolo et al., 2004) to predict the probability of a seizure (i.e. forecast seizure risk) as a function of features extracted from the most recent seizure history, the most recent history of the IEA, $I_t$, and other covariates $\{X_1^t, X_2^t, \ldots\}$. This probability is related to the “instantaneous” rate or conditional intensity function $\lambda(t | \cdot)$ of the point process (Daley and Vere-Jones, 2003), here modeled as:

$$\log \lambda(t \mid S_{[t-1,\ldots,t-p]}, I_{[t-1,\ldots,t-q]}, X_{t-1}) = \mu + \sum_{i=1}^{p} a_i S_{t-i} + \sum_{j=1}^{q} b_j I_{t-j} + \sum_{k=1}^{n} c_k X_{t-k}^k$$

where $p$ and $q$ correspond to the number of time points for the seizure and IEA histories, respectively; $n$ is the number of additional covariates, and $\mu$ (related to a background rate), $a_i$, $b_j$, and $c_k$ are the model parameters to be estimated. We modelled the conditional intensity as a function of the instantaneous phase $\theta_t$ of a multidien cycle as follows:

$$\log \lambda(t \mid \theta_{t-1}) = \mu + b \cos(\theta_{t-1} - \theta_0) = \mu + b_1 \cos(\theta_{t-1}) + b_2 \sin(\theta_{t-1})$$
where $\theta_0$ is the preferred phase of the seizure process with respect to the multidien cycle, and $\theta_t$ is the corresponding instantaneous phase of the cycle.

Fitting of the model and forecasting was computed with R, using the library tscount (Liboschik et al., 2017) (https://cran.r-project.org/package=tscount).

Data were divided into chronological training and held-out test sets comprising 60% and 40% of total data, respectively. To find the optimal length of seizure IEA history for the model, we used five-fold cross-validation: the validation set was chosen sequentially without replacement as 20% blocks of the training data, and the training set consisted of the remaining 80% of data. For models using recent IEA and history, parameter space exploration was run by systematically varying the number of days (0 to 5) and hours (0 to 10) in the history. Optimal parameters were obtained using a performance metric (see below) and used to train PP-GLMs on the whole training dataset. Final performance reported here was assessed on the held-out test dataset.

Performance metrics

Properly assessing the performance of seizure forecasting models is not a trivial problem (Mormann et al., 2007). When classification problems are balanced (e.g. number of seizures equals the number of time points without seizures), model performance is typically evaluated by computing the area under the receiver operating characteristic curve. However, this measure was previously rejected in the field of seizure prediction given that seizures are typically rare events (Snyder et al., 2008). For such imbalanced problems, precision-recall curves are more appropriate but tend to underestimate the value of a model when used for seizure forecasting, as they heavily penalize false positives, which could actually represent a true pro-ictal state (e.g. seizure risk being high the day before a seizure). Based on previous developments in the field (Snyder et al., 2008),
we elected to use a more intuitive measure, the area under the sensitivity (number of seizures correctly predicted divided by total number of seizures) versus proportion of corrected time in warning curve (AUC STiW). The minimum time in warning corresponds to the number of predicted seizures (true positives), as our sampling period (one hour or one day) is equal to our warning duration. As a result, the same model performance would yield lower AUC in subjects with more predicted seizures. We corrected for this bias by using the following definition for the proportion of corrected time in warning:

\[
\text{proportion of corrected time in warning} = \frac{\text{time in warning} - \text{true positives}}{\text{total time} - \text{true positives}}
\]

We also report the sensitivity for 25% proportion of corrected time in warning, the proportion of corrected time in warning for 75% sensitivity, and the sensitivity and proportion of corrected time in warning that minimize the Euclidean distance between the curve and the perfect forecasting point (sensitivity = 100% for time in warning = number of seizures).

The proportion of time under low-risk assumed a one-hour or one-day duration and was computed by setting a lower threshold under which only 5% of seizures occurred.

**Statistical analyses**

A Poisson process (i.e. memoryless) was used to obtain the sensitivity of a naive, chance-level prediction for the seizure auto-history with a given proportion of corrected time in warning (Snyder et al., 2008) (Fig. 1). To determine chance-level forecast of IEA, we used a phase randomization approach to destroy the potential statistical dependence of the seizure point process on this covariate. \(M=200\) chance-level surrogate datasets were constructed from the IEA time-series. We used the iterated amplitude-adjusted Fourier transform algorithm (Schreiber and Schmitz, 1996)
to randomize the phases of the IEA time-series in Fourier space while conserving the amplitude distribution and the auto-correlation function (power spectrum) of the IEA. Covariates based on each surrogate IEA time-series were then constructed for univariate and multivariate forecasting models. The $p$-values were computed according to $p = (1 + \#\{AUC_{surr} > AUC\})/(1 + M)$, where $AUC$ was computed on the true test dataset and $AUC_{surr}$ set was computed based on the chance-level surrogate datasets. We used the false discovery rate to correct for multiple testing (Benjamini and Hochberg, 1995) with a chosen target $\alpha = 0.05$. 
Results

Multidien rhythms enable seizure forecasting over days

We identified 18 adults (10 males; median age 38, range 20–69) implanted with the RNS System (Fig. 1A) for treatment of mesial temporal (N=13) or neocortical epilepsy (N=5, table S1) and obtained long-term cEEG (median 439 days, range 227–1049 days) comprising hourly counts of IEA and electrographic seizures (Fig. 1, B and C) (Baud et al., 2018). We derived temporal features from the IEA time-series, including phase and amplitude of circadian and multidien cycles, and from the seizure time-series, including seizure times over the previous 10 days (auto-history) (Cook et al., 2014; Karoly et al., 2017) and their circadian and weekly distributions (Griffiths and Fox, 1938; Karoly et al., 2018). Our dataset did not include direct sleep measurements (Samsonsen et al., 2016), but we used duration of nocturnal IEA increase (an ultradian feature) as a proxy for sleep duration, since IEA typically peaks during normal sleep hours (Spencer et al., 2016; Kinnear et al., 2018; Frauscher and Gotman, 2019).

PP-GLMs incorporating one (univariate; Fig. 1, D, E, G, and H) or all (multivariate; Fig. 1 F and I) temporal features (see Methods) were trained on 60% (minimum of 17 seizures) of each subject’s hourly or daily (24-hour average) data and tested on held-out data (40% of total, minimum of 12 seizures). Thresholding PP-GLM output probabilities classified periods as low- or high-risk (Fig. 1 F and I), the latter defining hours- to days-long pro-ictal states (Fig. 1, J and K). Even during days of high risk, hours of low risk could be found when taking into account temporal features such as the circadian rhythm (Fig. 1, G to I). PP-GLMs combining phase information from multidien cycles of different period-lengths revealed that seizure risk was highest when the rising phases of these cycles aligned (Fig. 1L).
Figure 1. Seizure risk forecasting in one subject (S7). (A) RNS System. A cranially-implanted neurostimulator connects to two four-contact intracranial depth leads (bilateral hippocampi in red) and/or...
cortical strip leads (shown unconnected). 

(B) RNS System cEEG includes hourly counts of IEA detections (here, count=2 for detection of spike-wave discharges) and (C) electrographic seizures (note different timescale). ‘Pre-ictal’ refers to the seconds to minutes before seizures. 

(D) Top, seizures timings (red dots) as a point process realizations on a timeline. Middle, seizures in relation to daily IEA. Bottom, multidien cycles derived from IEA time-series with 9- and 13-day periods. 

(E) Univariate daily forecasting using temporal features derived from the seizure (dark red) or IEA time-series (purple-blue) with number corresponding to AUC STiW (see Fig. 2). Model outputs shown over 7 months of held-out test data (training over 10 months not shown). 

(F) Top, multivariate forecasting based on combined temporal features with number corresponding to AUC STiW. Thresholding of model output classifies periods of high (red) and low (green) seizure risk with corresponding sensitivity in red. Most seizures (vertical dotted lines) fall within high-risk periods (filled red dots, true positives) but some do not (empty red dots in D, false negatives) resulting in 92% sensitivity. Bottom, for control, the timing of high-risk periods is treated as realizations of a homogeneous Poisson process (Snyder et al., 2008). 

(G to I) Similar computations as in D to F, respectively, but using hourly time-series and temporal features derived thereof. 

(J and K) Seizure risk forecasts around the time of a seizure (t=0) illustrate pro-ictal periods (red shading) lasting days (J) and hours (K). 

(L) Heat map of forecasted seizure risk as a function of phase combinations of two multidien cycles (D). Contour lines represent actual seizure distribution (red dots as in D), showing that both seizure risk and realization of this risk are maximal when the rising phases of multidien cycles align.

Performance of the models were quantified using AUC of STiW (Fig. 2, A and B), as described by others (Mormann et al., 2007; Snyder et al., 2008; Kiral-Kornek et al., 2018), and IoC was tested against a model based on a Poisson process (Snyder et al., 2008). Across subjects, univariate daily forecasts using temporal features derived from seizure time-series—recent history, circadian time, and weekly distribution—showed modest IoC (Fig. 2, C and D, table S2), likely reflecting the phenomena of seizure clustering (Haut et al., 2005), daily peak seizure hours (Langdon-Down and Brain, 1929; Griffiths and Fox, 1938), and preferential days of the week (Karoly et al., 2018), respectively. Training models based on recent IEA history, including sleep duration, also produced modest IoC (Fig. 2, C and D). By contrast, the phase of multidien IEA cycles, but not the amplitude, was the dominant contributor to final multivariate hourly and daily
models. These multivariate models performed significantly better than surrogate controls (see Methods) for daily and hourly forecasts in 15 (mean AUC=0.73) and 16 out of 18 subjects (mean AUC=0.77), respectively (table S3). Based on our hypothesis of days-long pro-ictal periods, corrected time in warning necessarily lasts several days for each seizure, and AUCs ≥ 0.70 (12 subjects) should be considered as high performance (fig. S1). Three and five subjects had lower but still significant performance for daily (AUC 0.60–0.68) and hourly (AUC 0.65–0.68) forecasts, respectively. The three subjects with lack of IoC had a weak multidien rhythm (S3), a high number of days with seizures (S4, 48%; cut-off was 50%), and relatively short duration of cEEG data (S9, 7.4 months; cut-off was 6 months).

Next, we quantified model performance while increasing the forecasting horizon. IoC was maintained up to three days in advance for daily forecasts (p=1.8 x 10^{-6}, two-sided Mann-Whitney U-test) and up to 10 hours in advance for hourly forecasts (p=3.5 x 10^{-4}, two-sided Mann-Whitney U-test; Fig. 2, E and F).
Figure 2. Daily and hourly seizure forecasting performance across all subjects. (A) Individual sensitivity vs. proportion of corrected time in warning (STiW) curves showing performance of daily forecasts using combined temporal features on held-out test data (N=18). Blue curve corresponds to the subject shown in Fig. 1. (C) Area under the curve (AUC) for STiW when using temporal features alone and combined. (E) Model performance as a function of forecasting horizon. (B, D, and F) Same as A, C, and E, respectively, but for hourly forecasts. Boxplots show median and upper and lower quartiles with whiskers extending to the distribution extremes, outliers (diamonds) excluded. Dotted line shows chance level for a Poisson process.
Characteristics of seizure forecasting

To help determine the feasibility of our forecasting approach for future prospective trials, we assessed training requirements for the models, first, by systematically increasing training period length from 12 days to 8 months. Forecasting performance reached 95% of maximum after an average of 101 and 111 days for daily and hourly forecasts, respectively (Fig. 3, A and B). Next, the quality of cEEG signals can fluctuate over time (Ung et al., 2017) causing feature drift that may require model retraining (Cook et al., 2013). However, performance of our models was stable over a wide range of retraining frequencies (Fig. 3, C and D). Finally, phase-locking values (PLV) between seizures and multidien IEA cycles (Baud et al., 2018) moderately correlated with performance of the multivariate forecasting model (Fig. 3, E and F, r=0.56 for days and r=0.63 for hours, Wald test, p=0.015 and p=0.005, respectively), indicating that retrospective data can be used to estimate forecasting potential for individual subjects.
Figure 3. Training characteristics of seizure forecasting models. (A) Performance of repeated forecasts on held-out test data using training periods of increasing length. Curves correspond to individual subjects (N=18). Average across subjects in orange, shading ±1 SD. On average, performance plateaus after ~100 days of training. (C) Forecasting performance (AUC STiW) with different intervals of retraining. (B, D) Same as A, C, respectively, but for hourly forecasts. (E, F) Relationship between multidien phase locking value (PLV) and AUC STiW for all subjects’ daily (E) and hourly (F) forecasts. Pearson correlation coefficients $\rho=0.56$ and 0.63, respectively. Higher PLV predicts better model performance.
Discussion

In summary, we demonstrate for the first time that seizure risk can be accurately forecasted days in advance. The phase of multidien IEA cycles emerged as the dominant temporal feature for daily and hourly forecasts, supporting our hypothesis of days-long pro-ictal states. The multivariate statistical models used to generate seizure forecasts are intuitive, robust, and modest in their training requirements. Forecasting horizons could be extended for days while maintaining IoC. Based on these results, we propose a nested approach to seizure forecasting: (1) Pro-ictal periods are identified 24 h or more in advance based primarily on the phase of multidien rhythms; (2) During high-risk days, hours of highest seizure risk are determined based on circadian seizure distribution, recent seizure history, sleep patterns, and possibly other factors; and (3) Warnings of impending seizures are provided minutes in advance based on real-time detection of pre-ictal EEG features, taking into account prior seizure probability (Cook et al., 2013; Karoly et al., 2017). Of practical importance is the fact that (1) and (2) are achievable with currently-approved neurotechnologies, low computational power, and do not depend on real-time responses to features detected in the EEG (Stacey, 2018). Ultimately, forecasting risk and warning of impending seizures would be complementary information provided to patients.

To date, there has been only one prospective trial of a fully functional seizure advisory system (Cook et al., 2013). Models used in this trial showed IoC for nine out of 15 (60%) subjects. Across the subset of 10 subjects included in the advisory phase, median sensitivity was 60% and median time in warning was 28%. By comparison, our daily forecasts performed better than chance in 15 out of 18 (83%) subjects, with median sensitivity of 68% and median corrected time in warning of 26% (table S3). A key distinction of our work is that the amount of time in warning is aggregated over days-long periods and is to be understood as a risk, not a deterministic state.
contrast to evanescent minutes-long alerts based on real-time detection of pre-ictal periods, our models detect pro-ictal states and provide smoother forecasting profiles while retaining high performance in most subjects (fig. S1). Metaphorically, previous seizure warning systems worked as ground-based lightning detectors that detect electrical tension proximal to imminent discharges, whereas we used a weather satellite approach that tracks trends at multiple scales to determine local risk of a thunderstorm over upcoming days. Sharp warnings are only desirable provided a high degree of confidence, as too frequent transitions may add stress or cause warning fatigue. In a Bayesian framework, prior knowledge of seizure probability (as done here) can boost reliability of seizure warning systems.

Our results have important theoretical implications: neural dynamics leading to seizures may not operate in a regime of self-organized criticality, as previously hypothesized (Osorio et al., 2010). Rather, these dynamics are modulated by robust, multiscale rhythms that drive abnormal networks close to a tipping-point or bifurcation, which, when crossed, results in a seizure (Jirsa et al., 2014, p. 20). These critical transitions are typically associated with precursor signatures (Scheffer et al., 2009; Kramer et al., 2012; Jiruska et al., 2013; Rings et al., 2019), such as critical slowing (Chang et al., 2018), and their direct measurement could boost predictability. Additionally, we speculate that multidien fluctuations in measurable neuromodulators (Baud and Rao, 2018) may influence cortical excitability and cause periodic instability.

Our study has limitations. First, the sample size was relatively small and our subjects may not be representative of all persons with epilepsy. Specifically, these subjects received neurostimulation for treatment of seizures, but we previously showed that the cycles modelled here are independent of this stimulation (Baud et al., 2018). Second, the study was pseudo-prospective, so conclusions should be regarded as hypothesis-generating rather than clinical evidence.
(Kuhlmann et al., 2018). Still, the fact that our approach relies on an approved device currently implanted in over 2500 patients with intractable epilepsy sets the stage for larger, prospective trials in the future. Third, we did not assess sleep duration in our subjects, and the proxy biomarker we used (nocturnal IEA increase) is likely imprecise. Finally, our models did not incorporate common seizure triggers, such as stress, medication non-compliance, and alcohol, and some false negatives could relate to such precipitating factors (Bartolini and Sander, 2019).

Identifying pro-ictal states days in advance marks a paradigm shift in epilepsy (Kuhlmann et al., 2018). Long-horizon forecasts will likely have practical advantages over last-minute warnings, though clinical utility will need to be tested directly in trials. Future work will also involve optimization of forecasting models, integration with multimodal physiological data (Dumanis et al., 2017; Vieluf et al., 2019), and development of next-generation seizure forecasting systems (Kremen et al., 2018; Stacey, 2018) involving less-invasive devices (Weisdorf et al., 2018).
Data availability

Data analyzed and code created and used in this study will be made available upon request to the corresponding author after final publication of the manuscript. Figures 2 and 3 were created on the entire dataset comprising 18 subjects. Figure 1 represents one of these 18 subjects.
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